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EXECUTIVE SUMMARY 

This document provides regional project managers, on-site C O O ~ ~ ~ M C O ~ S ,  and 
their contractors with sampling and analysis methods for evduaang whether p u n d  water 
remediation has met pre-established cleanup standards for one or more chemical 
contaminants at a hazardous waste site. The verification of cleanup by evaluating a site 
relative to a cleanup standard or an applicable or relevant and appropriate requirement 
(ARAR) is mandated in Section 121 of the Superfund Amendments and Reauthorization 
Act (SARA). This document, the second in a series, provides sampling and data analysis 
methods for the purpose of verifying attainment 'of a cleanup standard in ground water. 
The fkst volumc addresses evaluating attainment in soils and solid media. 

This document presents statistical methods which can be used to address the 
uncertainty of whether a site has met a cleanup standard. Superfund managers face the 
uncertainty of having to make a decision about the endre site based only on samples of the 
ground warn at the site, ofun collected for only a limited timc period. 

The methods in this document approach cleanup standards as having three 
components that influence the overall stringency of the standard: first, the magnitude, 
level, or concentration deemed to be protective of public health and the environment; 
second, the sampling performed to evaluate whether a site is above or below the standard, 
and third, the method of comparing sample data to the standard to decide whether the 
remedial action was successful. All three of these components arc important Failure to 
address any one these components can result in insufficient levels of cleanup. Managers 
must look beyond the cleanup level and explore the sampling and analysis methods which 
will allow Ccxlfident ascsmcnt ofthe site Telative to the cleanup standard 

A site manager is likely to confront two major questions in evaluating the 
attainment of the cleanup standard: (1) is the site really contaminated because a few 
samples arc above the cleanup standard? and (2) is the site really "clean" because the 
sampling shows the majority of samples to be below the cleanup standard? The statistical 
methods demonstrated in this guidance document allow for decision making under 
unccnaisty and pcnnit valid exaapolation of information that can be defended and used 
with confidence to determine whether the site meets the cleanup standard 

. -  
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The presentation of concepts and solutions to potential problems in assessing 
ground water attainment begins with an introduction to the statistical reasoning required to 

implement these methods. Next, the planning activities, requiring input from both 
statisticians and nonstatisticians, arc described. Finally, a series of methodological 
chapters art presented to address statistical procedures applicable to successive stages in the 
remediation effort. Each chapter will now be considered in detail. 

Chapter 1 provides a brief introduction to the document, including its 
organization, intended use, and applications for a variety of maanent technologies. A 

model for the sequence of ground water remediation activities at the site is described. 
Many areas of expertise must be involved in any remedial action process. This document 
attempts to address only statistical procedures relevant to evaluating the attainment of 
cleanup goals. 

The cleanup activities at the site will include site investigation, ground water 
remediation, a post-treatment period allowing the ground water to reach steady state, 
sampling and analysis to assess attainment, and possible post-cleanup monitoring. 
Dif€crcnt statistical procedures arc applicable at diffmnt stages in the cleanup process The 
statistical procedures used must account for the changes in the ground water system over 
time due to natural or man-induced causes. As a result, the discussion makes a distinction 
between short-term estimates which might be used during remediation and long-term 
estimates which arrc used to assess attainmcnt. Also, a slack paiod of time after treatment 
and beforc assessing aaainmcnt is strongly recommended to allow any transient effects of 
maanent to dissipate. 

Chapter 2 addresses statistical concepts as they might relate to the evduation of 
attainment. The chapter discusses the form of the null and alternate hypothesis, types of 
errors, statistical power curves, the handling of outliers and values below detection limits, 
short- versus long-term tests, and assessing wells individually or as a group. Due to the 
cost of developing new wells, the assessment decision is assumed to be based on 
established wells. As a result, the statistical conclusions strictly apply only to the water in 
the sampling wells rather than the ground water in general. The expertise of a 
hydrogeologist can be useful for making conclusions about the ground water at the site 
based on the statistical results from the sampled wells. 
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The procedures in this document favor protection of the environment and ' 
human health. If uncertainty is large or the sampling inadquate, these methods conclude 
that the sample area docs not attain the cleanup standard. Therefore, the null hypothesis, in 
statistical terminology, is that the site does not attain the cleanup standard until sufficient 
dara an acquired to prove otherwise. 

Procedures used to combine data from separate wells or contaminants to 
determine whether the site as a whole attains all relevant cleanup standards arc discussed. 
How the data from separate wells arc combined affm the interpretation of the results and 
the probability of concluding that the overall site attains the cleanup standard. Testing the 
samples from individual wells or groups of wells is also discussed. 

Chapter 3 considers the sups involved in specifying the attainment objectives. 
Attainment objectives must be specified before the evaluation of whetha a site has attaintd 
the cleanup standard can be made. Attainment objectives arc not specified by statisticians 
but rather must be provided by a combination of risk assessors, enginem, project 
managen, and hydrogeologists. Specifying attainment objectives includes specifying the 
chemicals of concern, the cleanup standards, the wells to be sampled, the statistical criteria 
for defining attainment, the parametm to be tested, and the precision and confidence level 
desired. 

11 Chapter 4 discusses the specification of the sampling and analysis plans. The 
sampling and analysis plans arc prerequisites for the statistical methods presented in the 
following chapten. A discussion of common sampling plan designs and approaches to 
analysis are presented. The sample designs discussed include simple random sampling, 
systematic sampling, and squential sampling. The analysis plan is developed in 
conjunction with the sample design. 

- ~ - 

Chapter 5 pvides  methods which are appropriate for describing ground water 
conditions during a specified period of time. These methods arc uxN for making a quick 
evaluation of the ground water conditions, such as during remediation. Because the short- 
term confidence intervals reflect only variation within the sampling period and not long- 
term trends or shifts between periods, these methods are not appropriate for assessing 
attainment of the cleanup standards after the planned remediation has been completed. 
However, these descriptive procedures can be used to estimate means, percentiles, 
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confidence intervals, tolerance intervals and variability. Equations arc also provided to 

determine the sample size required for each statistical test and to adjust for seasonal 
variarion and saial correlation. 

Chapter 6 addresses statistical procedures which arc useful during remediation, 
particularly in deciding when to terminate trcatmcnf Due to the complex dynamics of the 
ground w a k  flow in response to pumping, other remediation activity, and natural forces, 
the decision to terminate treatment cannot easily be based on statistical procedures. 
Deciding when to terminate treatment should be based on a combination of statistical 
results, expert knowledge, and policy decisions. This chapter provides some basic 
statistical procedures which can be used to help guide the tamination decision, including 
the use of regression methods for helping to decide when to stop txcatment. In particular, 
procedures are given for estimating the trend in contamination levels and predicting 
contamination levels at fume points in time. General methods for fitting simple linear 
models and assessing the adequacy of the model are also discussed 

Chapter 7 discusses general statistical methods for evaluating whether the 
ground water system has reached steady state and therefore whether sampling to assess 
attainment can begin. As a n u l t  of the ucamcnt used at the site, the ground water system 
will be disnubed from its natural level of steady state. To reliably evaluate whether the 
ground water can be expected to attain the clcanup standard after rtmediation, samples must 
be collected under conditions similar to those which wil l  exist in the future. Thus, the 
sampling for assessing attainment can only occur when the residual effects of treatment on 
the ground water a& small compared to those of natural forces. 

Finding that the ground water has returned to a steady state after t d n a t i n g  
remediation effom is an essential step in establishing of a meaningful test of whether or not 
the cleanup standards have been attained. There are uncertainties in the process, and to 
some extent it is judgmental, However, if an adequate aumunt of data is carefully g a t h d  
prior to beginning remediation and after ceasing remediation, reasonable decisions can be 
made as to whether or not the ground water can be considered to have reached a state of 
stability. The decision on whether the ground water has reached steady state will be based 
on a combination of statistical calculations, plots of data. ground watcr modeling using 
predictive models, and expert advice from hydrogcologists familiar with the site. 



Chapters 8 and 9 present the statistical procedures which can be used to evaluate 
whether the contaminant concentrations in the sampling wells attain the cleanup standards 
after the ground water has reached steady state. ?he suggested methods use either a fixed 
sample size test (Chapter 8) or a sequential statistical test (Chapter 9). The testing 
procedures can be applied to either samples from individual wells or wells tested as a 
group. Chapter 8 presents fixed sample size tests for assessing anainmcnt of the mcan: 
using yearly averages or after adjusting for seasonal variation; using a nonparametric test 
for proportions; and using a nonparametric confidence interval about the median. Chapter 
9 discusses sequential statistical tests for assessing attainment of the mean using yearly 
averages, assessing attainment of the mean after adjusting for seasonal variation, and 
assessing attainment using a nonparametric test for proportions. In both fixed sample size 
tests and sequential tests, the ground watQ at the site is judged to attain the cleanup 
standanis, if the contaminant levels are below the standard and arc not increasing WQ time. 
If the ground water at the site attains the cleanup standards, follow-up monitoring is 
ncommcnded to ensure that the steady state assumption holds. 

b + 

Although the primary focus of the document is the procedures presented in 
Chapters 8 and 9 for evaluating attainment, careful consideration of when to terminate 
treatment and how long to wait for steady statc an important in the overall planning, If the 
treatment is terminated prtmanrrtly, excessive oime may be spent in evaluating accainmtnt 
only to have to restan treatment 00 complete the rcmcdhion, followed by a sccond period 
of attainment sampling and decision. If the ground water is not at steady state, the 
possibility of incorrectly dearmining the attainment status of the site increases. 

As an aid to the reader, a glossary of commonly-used terms is provided in 
Appendix G; calculations and examples are presented in boxes within the texS and 
worksheets with examples rue provided in Appendix B. 
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1. INTRODUCTION 

Congress revised the Superfund legislation in the Superfund Amendments 
and Rc+uthoriza!ia~ Act of 1986 (SARA). Among other provisions of SARA, Scction 121 
on Cleanup Standards discusses criteria for selecting applicable ot relevant and appropriate 
requirements (ARAR's) for cleanup and includes specific language that requires EPA 
mandated IcMdial action to attain the ARAR'S. 

Neither SARA nor EPA regularions or guidances specify how to determine 
whether the cleanup standards have been amine&; This document offers procedures that 
can be used to&ccrmine whethera site has attained the appropriaoe cleanup standard aftcra 
Itmcdialaction. 

1.1 General Scope and Features of the Guidance Document 

1.1.1 Purpose 

This document provides a foundation for decision-making regarding site 
cleanup by providing mcthods that statisticatly compare risk standards with field data in a 
scientifically defensible manner that allows for uncertainty. Statistical procedures can be 
used for many different purposes in the process of a Supufund site cleanup. The purpose 
of this document is to provide statistical procedures which can be used to determine if 
contaminant co~~ccnua&ions measured in selected ground-water wells anain (ix.. arc less 
than) the cleanup standard. This evaluation requires specification of sampling protocols 
and statistical analysis methods. Figure 1.1 shows the steps involved in the evaluation 
process to determine whether the cleanup standard has been attained in a seltcted ground 
water well. 

1-1 
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Figure 1.1 Steps in Evaluating Whether a Ground Water Well Has Attained the 
cleanup standard 

De& Aaninment Objectives 

I 
Continue Treannent 

. *' Specify Sampling and Analysis plan 
chapters 4 and 5 V 

4 

Decide to Terminate Trtarmcat 
chapter6 

Duuminc steady state 
W m 7  

. 

I Assess the Attainment of the Cleanup 1 
Standard 

Chapters 8 & 9 

Is the cleanup StanAnrd 
No t 

Declare that the Well Attains the Cleanup 
Stnndnrd and Contine to Monitor as 
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Consider the situation where several samples werc taken and the results 
indicated that one or two of the samples exceed the cleanup standard How should this 
information be used to decide whether the standard has been attained? The mcan of the 

larger than the standard might be taken into consideration in making a &cision. The loca- 
tion w h a c  large measurrmtnts occur might provide somc insight I . 
Samples might be compared withtbc sandard. The magrIitudcofthe mcmmmalfs that art 

when specifying how -t is to be & ~ e d  and deciding how statisti- 
cal ~ m s  can be used the following factors arc all important 

0 The location of the sampling wells and the associated relationship 
baween co~~c~lua!ions in neighboring wells; 

0 The number of samples to be taka 

The sampling procedllrts for selecting and obtaining water samples; 0 

and 
0 * The data analysis procedures used to test for attainment 

Appendix D lists relevant EPA guidance documents on sampling and 
evaluating ground water. These documents address both the statistical and technical 
components of a sampling and analysis program. This document is intended to extend the 
methodologies they provide by addressing statistical issues in the evaluation of the 
d a t i o n  proctss. This documcnt does not attempt to suggest which standards apply or 
when they apply (ic.. the "How clean is clean?" issue). Other Superfund guidance 
documnts pcrfcxm tbat funttion. 

1.1.2 Intended Audience and Use 

This docuro#lt is intended primarily for Agency personnel (piimarily on-site 
COOrdinaOdCS and regional project managm). responsible parties, and thcir conmbrs  who 
arc involved with monitoring the pmpss of ground-water remediation at Supafund sites. 
Although selected intruiuctmy statistical concepts arc reviewed, this document is directed 
toward readers that haw had some prior training or experience applying quantitative 
methods. 
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It must be emphasized that this document is intended to provide general 
direction and assistance to individuals involved in the evaluation of the attainment of 
cleanup standards. It is not a regulation nor is it formal guidance from the Superfund 
Office. This manual should not be viewed as a "cookbook" or a replacement for good 
engineering or statistical judgment 

1.1.3 Bibliography, Glossary, Boxes, Worksheets, Examples, and 
References to *'Consult a Statistician*' 

This document includes a bibliography which provides a point of departure 
for the more sophisticated or interested user. T h k  arc nferrnces to primary textbooks, 
patinent journal articles, and related guidances. 

The glossary (Appendix F) is included to p v i d e  short, practical definitions 
of terminology used in this guidance. Words and phrases appearing in bold within the text 
are listed in the glossary. The glossary docs not use theoretical explanations or formdas 
and, therefore, m a y  not be as precise as the text or alternative SOUKCS of information. 

Boxes arc used throughout the document to separate and highlight equations 
and example applications of the methods presented. For a quick iefertncc, a listing of all 
boxes and their page numben is provided in the index. 

A series of worksheets is included (Appendices B and 0 to help order and 
souct~uc the calculations. References to the pertinent sections of the document are Iodated 
at the top of each worksheet Example data and calculations arc presented in the boxes and 
the worksheets in Appendix B. The data and sites are hypothetical, but elements of the 
examples cornspond closely to several existing sites. 

Finally, the document often directs the reader to "consult a statistician" 
when more difficult and complicated situations are encountered. A directory of Agency 
statisticians is available f b m  the Environmental Statistics and Information Division (PM- 
222) at EPA Headquarters (FTS 260-2680,202-260-2680). 
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INTRODUCTION 

Use of this Guidance in Ground-Water Remediation Activities 

Standards that apply to Superfund activities normally fall into the category 
of risk-based standards which arc developed using risk assessment methodologies. 
Chemical-specific ARARs adopted fran other programs often incluck at least a gcneralioed 
component of risk However, risk standards may be specific to a site, developed using a 
local endangerment evaluation. 

Risk-based standards IPC expressed as a concentration value and, as applied 
in the Superfund program, arc not associated with a standard method of interpretation. 
Although statistical methods arc used to develop elements of risk-based standards, the 
estimated uncertainties arc not carried through tbe analysis or used to qualify the standards 
for use in a field sampling program. Even though risk standatds we not accompanied by 
measures of uncertainty, decisions based on field data collected for the purpose of npre- 
senting the entire site and validating cleanup will be subject to uncatainty. This document 
allows decision-making regarding site cleanup by providing methods that statistically 
compare risk standards with field data in a scientifically defensible manner that allows for 
UnCertainty.  

Superfund activities w h m  risk-based standards might apply arc highly 
varied. The following discussion provides suggestions for the use of procedures described 
in this documcnt when implementing or evaluating Superhrnd activities. 

1.2.1 Pump-an d-Trea t Technology 

Ground water is often mated by pumping contaminated ground water out of 
the ground, mating the water, and discharging the water into local surface waters or 
municipal treatment plants. The contaminated ground wat& is g&iually replaced by 
UnCoIl tamimcd water from the smunding aquifa or from surface recharge. Pump and 
treat systems may use a few or many wells. The progress of the nmcdiation depends on 
where the wells arc placed and the schedule for pumping. Pumping is often planned to 
extend ova many years. 
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Statistical methods presented in this manual can be used for monitoring the 

contaminants in both the effluent from the treatment system and the ground water in order 
to monitor the progress of the rtmtdiation 

Project managers must du5dc when OD tmnhatc treatment based on avail- 
able data, advice from hydrogeologists, and the results of gmund-watcr monitoring and 
modeling. This manual provides guidance on statistical procedures to help decide when to 
tcrmimc treatment 

The remediation may temporarily alter ground water levels and flows, 
which in turn will affect the contaminant concenaation levels. After termination of treat- 

ment and after the transient effects of the radiation have dissipated, thc statistical p e -  
duns presented in this manual can be used to asscss if the ground-water contaminant 
cOcmnuarions Itmain at levels which will attain and continue to & the cleanup standard. 

1.2.2 Barrier Methods to Protect Ground Water 

If the contamination is relatively immobile and cannot effectively be 
rtmovcd from the ground wafer using exnaction, it is sometimes handled by containment. 
In such cases, establishing barriers at the surface OT around the contamination source may 
reduce contaminant input rn the aquifer* resulting in the rtduction of ground-water concen- 
nations to a level which attains the cleanup standard. The banias include soil caps to 
prevent surface *nation, and slurry walls and other spucnrrcs to force ground water to 
flow away fiom contamination sources. 

The procedurts in this manual can be used to establish whether the contam- 
ination levels attain the relevant standards after the ground water has established its new 
levels as a mult of changes in ground-water flows. 

1.2.3 Biological Treatment 

In many situations natural bactaia wil l adapt to the contamination in the soil 
and ground water and consume the contaminants, releasing metabolic products. These 
bacteria will be amst effective in consuming the contaminant if the underground environ- 
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ment can be controlled, including controlling the dissolved oxygen and nutrient levels. 
Biologicd atamrent of ~ u n d  water usually involves pumping p u n d  water from down- 
gradient locations and injecting enriched ground water at upgradient locations. The 
changes in the water table levels produce an unckrpund flow carrying the nuaients to and 
throughout the contaminated soil and aquifer. Progress of the maanent can be monitored 
by sampling the water being pumped from the ground and measuring contaminant and 
nutrient conccnuations. Biological ucarmcnt can also be accomplished above ground using 
a biorcactor as a component of a pumpand-neat system 

Monitoring wells are placed in various patterns throughout, and possibly 
beyond, the area of contamination. These wells ciy be used to sample ground water both 
during treatment to monitor progress and after treatment to assess remediation success 
using the statistical methods dihsscd in this document ... 

1.3 Organization of this Document 

The topics a m d  in each chapter of this document arc outlined below. 

Chapter 2. Inatduction to Statistical Concepts and Decisions: inauduces 
terminology and concepts useful for understanding statistical tests 
presented in later chapters 

Chapter 3. Spccif5calion of Ateainmcnt Objectives: discussts specification 
of the attainment objectives in a way which allows selection of the 

Chapter 4. Design of the Sampling and Analysis Plan: discusses common 

statistical pIlocedusts OD be used. 

sampling plan designs and approaches to the analysis. 

Chapter 5. Descriptive Statistics: provides basic statistical proccdurcs 
which arc useful in all stages of the nmcdial effon The pruccdures 
form a basis for the statistical procedures used for assessing 
aminmnt. 

Chapter 6. Deciding to Terminate Treannmt Using Regxcssion Analysis: 
~~SCUSSCS statistical prroced~rcs which CUI aid the decision-malCn 
who must decide when to tarninate tItatmcnt. 

Chapter 7. Approaching a Steady State After Terminating Remediation: 
discusses statistical and nonstatistical criteria for determining 
whether the ground water system is at steady state and/or if 
additional nmcdiation might be nquired. 
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Chapter 8. Assessing Attainment Using Fixed Sample Size' Tests: 
discusses statistical procedures based on fixed sample sizes for 
deciding whether the concentrations in the ground water attain the 
relevant cleanup standards 

Chapter 9. Assessing Attainment Using Squential Tests: discusses 
sequential statistical procedures for deciding whether the 
conccnuations in ground w a m  attain thc relevant cleanup standardr. 

Worksheets: h v i d e d  for both practical use at Superfund sites and as 
examples of the procedures which are being rccommcndai. 

1.4 Summary 

This document provides a foundation for decision-making regarding site 
cleanup by providing mcthods that statistically compare risk standards with field data in a 
scientifically defensible manner that allows for uncertainty. In particular, the document 
provides statistical pibctdurcs for assessing whether the Superfund Cleanup Standards for 
ground water have been attained. The document is written p r i d y  for agency persannel, 
responsible parties and contractors. Many areas of expertise must be involved in any 
remedial action proccss. This document attempts to address only the statistical input 
required for the acrainment decision. 

?hc statistical procedures presented in this document provide methods for 
comparing risk based standafds with field data in a manner that allows for assessing uncer- 
tainty. The procedures allow flexibility to accommodate site-specific environmental 
facton. 

To aid the reader, statistical calculations and examples am provided in boxes 
separated hm the text, .and appcndices contain a glossary of commonly-used terms; statis- 

tical tables and daailal stBtistic(rl information; worksheets for irnplemcnting procedures and 
calculatiotls explained in the text 
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2 INTRODUCTION TO STATISTICAL CONCEPTS AND , 

DECISIONS 

This documcnt provides statistical pmccdms to help answer an important 
question that will arise at Supufund sites undergoing ground waterremediation: 

"Do the contaminants in the ground water in designated 
wells at the site attain the cleanup standards?" 

The cleanup standard is attained if, as a result of the medial effort, the previously una- 
ceptably high contaminant concentrations arc reducid to a level which is acceptable and cm 
be expaxed t~ lrcmain acceptable when judged relative to the cleanup standard 

In order to answer the question above, the following m m  specific ques- 
tions must be answered: 

What mtaminant(s) must attain the designated cleanup standards? 

How is attainment of the cleanup smndards to be defined? 

What is the designated cleanup standard for the contaminant(s) being 

what and when should sampksof the ground water be collected? 

assessed? and 

This chapter discusses each of these topics briefly, followed by an in- 
duction to statistical procedures for assessing the attahmcnt of cleanup standafds in ground 
water at Superfund sites. Also discussed arc terminology and statistical concepts which arc 
useful for understanding the statistical tests presented in later chaptns. Basic statistical 
principles and topics which have particular applicability to ground water at Superfund sites 
artalsocansidaed. 

Lam chapters discuss in detail the specification of attainmnt objectives and 
the implementation of statistical procedures required to detmnine if those objectives have 
beell ma at the Superfund site. 
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2 .1  A Note on Terminology 

This guidance document assumes that the reader is familiar with statistical 
procedures and taminology, particularly the concepts of random sampling and hypothesis 
testing, and the calcuiation of descriptive statistics such as means, standard deviations, and 
proportions. An introduction to these statistical procedures can be found in statistical 
textbooks such as SOW and Rohlf (1981), and Ne=, Wasserman, and Whitmort (1982). 
The glossary prwidcs a d d p t i o n  of the ttsms and procedures used in this document 

In this document we will use the word dean as a short hand for "attains the 
cleanup standard" and contaminated for "does not attain the cleanup standard" 

The term sample can be used in two different ways. One refers to a 
physical water sample collected for laboratory analysis while the other refers to a collection 
of data called a statistical sample. To avoid confusion, the physical water sample will be 
called a physical sample or water sample. Otherwise, the word sample will refer to 
a statistical sample i.e. a collection of randomly selected physical samples obtained for 
assessing attainment of the cleanup scandad 

2.2 Background for the Attainment Decision 

In general, over time, a Superfund site will go through the following 
phases: 

e C o n M m  

e Realization that a problem exists 

e Investigation to determine the extent of the problem; 

Selection of a rcmcdiation plan to allcviiuc the problem e 

0 Cleanup (which may occur in several steps); 

0 Turnhion of cleanup; 

e Final daamination that the cleanup has achieved the required goals; 
and 

Termination of the rcm'tdiation effort e 
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This document focuses on the post-cleanup phase and particularly on the 
sampling and statistical proccduns for determining if the site has attained the r e q u i d  
cleanup standards. 

2.2.1 A Generic Model of Ground-Water Cleanup Progress 

During the planning and execution of rcmcdial action and the sampling ahd 
analysis for assessing attainment, numerous activities must take place as indicated in the 
following scenario and illusaated in Figure 2.1. This figure will be uscd throughout the 
document to indicate to the reader at which step in the remedial p e s s  the procedures 
being discussed in a chapter axe applicable. A discussion of each step follows Figure 2.1. 

Figure 2.1 Example scenario far contaminant measurements in one well during ".. 
suc#ssfulranediationaction - 

Measured 
Gtwnd 
Water 

Concentration 

a 

1 2  

1 

0.0 

0.6 

0.4 

0 2  

0 

Start 
Treatment 

End Sampling 
Dedare Clean or 

Contaminated 
Treatment Sampling 

I 

Date 

(1) EvaluuctheSiOe; Although evaluation of the site and selection of the cleanup 
technology may require the use of several statistical 
procedures, this document does not address this aspect of 

daamincthe 
xundial actioa to be 
uscd t h C n m e d i a l C f f O R  
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C H A F E R  2: INTRODUCTION TO STATISTICAL CONCEPTS AND DECISIONS 

(2) Perform remedial During a successful r e d d  cleanup. the concentrations of 
contaminants can be expected to have a decreasing trend. 
Due to seasonal changes, nanual fluctuations, changes in 
pumping schedules. lab measurement error. etc.. the 
measured concentrations will fluctuate around the md. 
Some statistical procedures that could be used to analyze 
data duing tlrcarment arc discussed in Chapter 5. 

Based on both expert knowledge of the ground-water 
system and data collected during treatment, it must be 
decided when to taminate treatment and prepare for the 
sampling and analysis for assessing attainment Statistical 
procedures relevant to the termination decision arc dis- 
cussed in Chapter6. Analysis of data collected during 
maanent may indicate that the cleanup standards will not 
be achieved by the chosen cleanup methods. in which case 
the cleanup technology and goals must be rtassesscd 

The ground-water system will be disturbed fiom its natural 
ground water level and flow by the treatment process, including perhaps 
conccnuations reach pumping or reinjection of ground wafer. Afta treatment is 
steady state tmninatcd. the transient effects will dissipate and the 

ground-water levels and flows will gradually reach their 
natural levels. In this process, the contaminant concen- 

c trations may change in unpredictable ways. Before the 
assessment is initiated, the ground water must be able to 
return to its natural level and flow pattern, called steady 
state, so that the data collected are devant to assess condi- 
tions in the future. Sampling and analysis during the 
return to natural conditions arc discussed in Chapter 7. 
The ground water u a particular site wil l  be considered to 
have achieved steady state if the assumption of steady state 
is consistent with both statistical tcsts and the advice of a 
hydrogeologist familiar with the site. The attainment 
sampling can begin once it is detamined that the site is at 
steady state. 

cleanup 

(3) Decide when to 
tamizwcItmtdial 
acamalt 

(4) Assess when the 

(5) Sample toassess 
attainmtnt 

After the water levels and flows have reached steady state, 
sampling to asses attainment of the cleanup standards can 
bcgin. Statistical procedures for assessing attainment arc 
presented in Chapters 8 and 9. The statistical tests used 
may be either fixed sample size tests or sequential tests. At 
many sites sequential tests will probably be preferrtd. 
During the assessment phase, measured concentrations art 
expected to either fluctuate around a constant or gradually 
decnasing concentration. If the measurements consistently 
increase. then either the ground-water system is not at 
steady state or there is reason to believe that the sources of 
contamination have not becn adequately clcancd up. In this 
situation, a reassessment of the data is required to deter- 
mine if more time must pass until the site is at steady srau 
or if additional remedial activity is nquirui. 

2 4  
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(6) Based on sraastical If the cleanup standard has been attained, implementation 
tests, dctermim if the of periodic sampling to monitor for unanticipated problems 
cleanup standard has is recommended. The attainment decision is based on 
becn aaained or not several assumptions. From a statistical perspective, the 

purpose of periodic monitoring afta attainment is to check 
the validity of the assumptions. If the attainment objectives 
have not been met, the cleanup technology and goals must 
benassessed. 

Different statistical procedures arc needed at diffennt steps in this process. 
The statistical proccdurcs which arc helpful in deternrining whether to terminate treatment 
arc different from those used in the attainment decision. In all aspects of the site investiga- 
tion and remediation, statistical procedures may be rcquiredihat arc not addressed in this 
document. In this case, consultation With a statistician familiar With ground-water data is 
xwouxmcndcd. 

Thisdocumenttakestheapproachthat: 

0 A decision that the ground water in the wells attains the cleanup 
standard requires the assumption that the ground water can be 
expected to continue to attain the cleanup standaids beyond the 
termination of sampling, and 

ment cannot reliably predict concentrations after steady state has 
been achieved. Therefore, it is recommended that the ground-water 
system rem m steady state before the sampling for assessing 
attainment commences. The data gathered prior to reaching steady 

employ for assessing attainment 

0 Data collected while the ground-water system is disturbed by treat- 

state can be used for guidanct in selecting the statistical procedure to 

/ '  

2.2.2 The Contaminants to be Tested 

In general, multiple contaminants will be identified at the site prior to reme- 
dial actioa The mixture of contaminants which are present at any one Cime or p!ace will 

dcpadoamanyfacaks. 

The discussion in this document assumes that relevant ngulatary agencies 
have specified the contaminants which arc to be used tb assess attainment. Conclusions 
based on the statistical procedures introduced in this document apply only to the com- 
pounds e y  sampled and the CaTCSpOnding data analyzed in the Statistid Em. t 

I .  . .  . 
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2.2.3 The Ground-Water System to be Tested 

Contamination in ground water is measured from water samples collected 
from wells at specified locations and times. The location of the wells. the rims and 

tation of the statistiCal results 
frequency of the samplin& and the assumptions behind the analyses will affect the interpre- 

I 

This document assumes that the attainment decision will be based on 
samples from established wells. This documnt does not make r#xrmmcndations on wherc 
to locatc wells for sampling. However. decisions must be madc on which wells are to be 
us~d for the assessing attainment BCC~USC wells A not randomly located throughout an 
aquifer. the statistical conclusions strictly apply only to the wata  obtained from the selected 
wells and not to the aquifer in general. Conclusions about the aquifer must be based on a 
combination of statistical results for the sampled wells and expert knowledge or beliefs 
about the ground-water system and not on statistical inference. 

Because of the high cost of installing a new well and the possibility of using 
information from previous investigation stages. this document assumes that the location of 
wells has been specified by experts in ground-water hydrology and a p p v e d  by regulatory 
agencies who arc familiar with the colltamhtim data at the site 

Interpntation of the results of the statistical analysis will depend on a 
judgment as to whether the wells am in the C O ~ ~ C C ~  place. If it is necessary to test the 
assumptions used to select wells, additional wells will have to be established and sampled. 
In this case, consultation with a statistician is recorrrmcnded. 

2.2.4 The Cleanup Standard 

'Ihe cleanup standard is the criterion su by EPA against which the meamred 
concentrations are compared to determine if the ground water at the Superfund site is 
acceptable or not. If the ground water meets the cleanup standad, then the remediation 
effarts are judged to be complete. The specification of the cleanup standard by EPA or 
moth- regulatory agency may be Merent for Merent sites and for different chrmicals or 
mixtures of chemicals. With a mixture of contanrinants, the cleanup standard may apply to 



CHAPTER 2: INTRODUCTION To STATISTICAL CONCEITS A N D  DECISIONS 

an aggregate measure, or, in complex mixhms, the ground water may be rquircd to meet 
the cleanup standard for way contaminant present For more information, see Guidance' 
on Remedial Actions for ContMU'mued Ground Water at Superfwrd Sites (EPA, 1988). 

2.2.5 The Definition of Attainment 

In order to detumine if the contaminant conmtratioLls at the site attain the 
cleanup standard, one must -fully define what concenaation is to be compared to the 
cleanup standard and what criteria arc to be used to make the comparison for assessing 
attainment. This document assumes that either the average concentration or a selected 
percentile of the concentnuions is to be compared to the cleanup standard Thc examples in 
the text usually use the average concentration. The ground water in a well attains the 
cleanup standard if, based an statistical tests, it is unlikely that the average concentration (or 
the percentile) is greatex than the cleanup standard 

The statistical procedures for assessing the anainment of the cleanup stan- 
dard use a basic statistical technique called hypothesis testing. To show that the ground 
water in the selected wells is actually below the cleanup standard (i.e., anains the cleanup 
standard), we as sum^ that the water in the wells does not attain the cleanup standard. This 
assumption is called the null hypothesis. Then data arc collected. If the data arc suffi- 
ciently inconsistent with the null hypothesis, the null hypothesis is rejected and we con- 
clude that the warn in the well artains the cleanup standan?. 

?he stcps involved in hypothesis testing arc: 

(1) Establish the null hypothesis, " b e  contaminant concentrations in 
the selected wells do not attain the applicable cleanup standard"; 

(2) Collaxdata;and 

(3) Based on the dara,-decidc if the ground water attains the cleanup 
standard: 

(a) If the data arc inconsistent with the null hypothesis, conclude 
that t h a t  is sufficient evidence to reject the null hypothesis. 
Acccpt the altcrnatc hypothesis that the amtaminant conan- 
uations attain the applicable cleanup standard, is., conclude 
that the ground water is clean. 

(b) Otherwise, cdnclude thiu then is insufficient evidence to 
reject the null hypothesis and that the contaminant conccnaa- 
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tions do not atrain the cleanup standards, i.e., conclude that 
the ground water is contaminated. 

To be technically c0mct, the results of the hypothesis test indicate whether 
the null hypothesis can be rejected with a specified level of confidence. In practice, we 
would conclude that the concentrations do or do not attain the cleanup standards and act as - 
if that conclusion were known as fact rather than subject to error. Thcnforc to avoid the 
verbose but technically correct wording above, the results of the hypothesis tests will be 
worded as concluding that the concentrations either attain or do not attain the cleanup 
Standard 

When specifying simplified Superfund site cleanup objectives in consent 
decrees, records of decision. or work plans, it is extremely important to say that the site 
shall be cleaned up und the sampling program indicates With reasonable conMence that the 
concenmtions of the contaminants at the entire site are t. 
However, attainment is often wrongly described by saying that concentrations at the site 
E 

2.3 Introduction to Statistical Issues For Assessing Attainment 

This section provides a discussion of some basic statistical issues with an 
emphasis on those with specific application to assessing anainmcnt in ground water. This 
discussion provides a genaal background for the specification of attainment objectives in 
Chapter 3 and the statistical procedures presented in Chapters 4 through 9. 

2.3.1 Specification of the Parameter to be Compared to the Cleanup 
Standard 

In order to d e k e  a statistical test to determine whether the ground water 
attains the cleanup scandad, the characteristics of the chemical concentrations to be com- 
pared to the cleanup standard must be specified. Such characteristics arc called parameters. 
The choice of the parameter to use when assessing attainment at Superfund sites may 
depend on site specific charanaistics and decisions and has not, in general, been specified 
by EPA. 
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The parameters discussed in this document are the mean or average concen- 
tration and a selected percentile of the concentrations. For example, the rule for deciding if 
the ground water attains the cleanup standaxd might be: the ground wata is considered 
clean (or rtmediatd) if the mean concentration is below the cleanup standard based on a 
statistical test The following sections dcfine parametas for distributions of data and the 

for determining the appropriate paramctato t ea  
statistical properties of these parameters. An undastanding of these propaties is necessary 

The Distribution of Data Values 

This section discusses the characteristics of concentration distributions 
which might be expected at Superfund sites and how the distribution of concentrations in 

detail in Volume I (Sections 2.8 and 3.5). 
the ground water can be described using parameters. These topics arc discussed inmare 

Consider the set of concentration measurements which would bc obtained if 
all possible ground-water samples from a parCicular monitoring well over a specified Mod 
of time could be collected and analyzed. This set of measurements is called the popula- 
tion of ground-water sample measurements. The set of ground-water samples comprising 
the population may cover a fixed period of time, such as one year* or an unlimited time, 
such as all future measurements. The set of ground-water measurements can be described 
mathematically and graphically by the "population distribution function" referred to as the 
"distribution of the data". Figure 2.2 shows a plot of the population distribution for data 
from three hypothetical distributions. The vutical axis shows the relative proponion of the 
population mtasurrments at each concentration value on the horizontal axis. In the plots, 
the arcas unda the c u m  between any two points on the concentration axis represents the 
percentage of the ground-water measurements that have concentration values within the 
specifidrange. 

Two disuibutions, the nOrmal and lognarmai disuibutions, will be*used as 
examples in the following discussion. Both the normal and lognormal distributions arc 
uscful in statistical work and can be used to approximate the concentration distributions 
from wells at Superfund sites. Figwe 2.2 shows an example of a normal and a lognormal 
distribution. 
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Figure 23 Measures of location: Mean, median, 25th percentile, 75th percentile, and 
95th pcrccntile for & x u  hypothetical distributions 
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00?3PO 
Summaq' rncamres describing chamcuristics of the population dismbution 

art rcfemd to as parameters or population parametem. Thrtt important characteris- 
tics of the data described by these paraxx~m~ arc: 

a 'Ihelocadonofrhedata; 

0 The qmad (ardispasion) of the data; and 

0 The gmcral shape or "skewness" of the data disuibution. 

Measures of Location 

Murslats of location (or central tendency) arc ohen used to describe wherc 
most of the data lie along the concenaation axis of the distribution plot Examples of such 
Masuns of location are: 

0 7'hc man (or average) concentration of all ground-water samples is 

"Half the ground-water samples have concentrations greater than 13 

17.2 ppm" (Le.* 17.2 is the mean concentration); 

pprn and half less than 13 ppm" (13 is the median concentration); 
0 

or 

0 "conCenuations of 5 ppm (mundcd to the nearest unit) occur morc 
o h  than any other concentration value" (the mode is 5 ppm). 

Another measwe of location is the percentile. The Qth percentile is the 
concentmion which separatcj thc lower Q percent of the gmund-warn mcasurtments from 
the upper 100-Q percent of the ground-water measurements. The median is a special 
percentile, the 50th percentile. The 23th percentile is the concentration which is greater 
than the lowest 25 paccnt of the ground-water measuremcnts and less than the remaining 
75 pacent of the ground-water &urc&nts. Figure 2.2 shows the mean, d n ,  25th 
percentile, 75th percentile, and 95th perantile for thrte distributions induced previously. 

~ 

Throughout this document, the Greek letter, p. (spelled "mu" and p m  
nounced "mew") will be used to denote the population mean. The mcdian will be denoted 
by XU). and the Qth paccntile will be denoted by XQ 
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Measures of Spread 

Measur~s of spread provide information about the variability or disprmon 
of a set of mt8surtlllcnts. Examples of different rncasms of spread am: 

0 The standard 
standard deviation). The population standard deviation is denoted 
by the CiTtek l e k ,  a, (pronounced "sigma") throughout this docu- 
ment If data arc normally distributed, two-thirds of the data arc 
within one standard deviation of the mean ; 

deviation or the variance (the square of the 

0 The coefficient of variation is the ratio of the standard deviation 

to the lTltan, 7 and 

The interquartile range is the difference between the 75th and 

a 
P 

0 

25th pcrcentilcs of the distribution. 

For each distribution in Figure 2.2, the mean and the range of plus and 
minus one standard deviation around the mc8n arc shown on the plots. 

Measure of Skewness 

Skewness is a measure of the extent to which a distribution is symmetric or 
asymmetric. A distribution is symmetric if the shape of the two halves axe mirror images of 
each other about a ccnm line. One coamm symmetric distribution is the norxnal dismbu- 
tion, which is oftcn described as having a "bell-shape." Many statistical tests assume that 
the sample me8sIpcmtnts axe normally distributed (Le., have a normal distribution). 

The distribution of concentrations is not likely to be symmetric. It may be 
skewed to the right That is, the highest measurements (those to the right on the plot of the 
distribution function) arc farther from the mean concentration than an the lowest concen- 
trations. Ground-water measurements often have a skewed distribution which can be 
approximated by a lognormal distribution (sec Gilbert 1987, for additional discussion of 
the normal and lognomal distributions). Note that for right skewed disuibutions (e.g., the 
lognormal disuibution in Figure 2.2) the mean is greater than the median. 

- The three distributions shown in Figure 2.2 have the same mean and stan- 

dard deviation. Note, however, that the occumnce of particularly high or low concenm- 
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tions differs for the thrte distributions. In general, the more skewed the dismbution, the 
more likely arc these extreme observations. 

Selecting the Bmrneter to Compare to the Cleanup Standard 

In orda to determine if the contaminant conccnuations attain the cieanup 
standard, tbt measurc of location which is to be compared to the cleanup standard must be 
specified. Even though the true distribution is unknown, the specified measure of location, 
or parameta of interest, can be selected based on: 

0 Infmnation about the distribution frorn prrliminary data; 

0 Information about the behavior of each pararneter for different 
distributions; 

The effects of various concentrations of the contaminant on human 
health and theenvironmcns and 

0 

0 Rclcvant CritCria for protecting human health and the environment. 

Chapter 3 discusses in mon detail the selection of the mean or a percentile 
to be compartd to the cleanup standard. 

2.3.2 Short-term Versus Long-term Tests 

Due to fluctuating concentrations over time, the average contaminant 
conccnuation over a short period of time may be very different from the average over a 
long period of time. Figure 2.3 shows a hypothetical series of weekly ground-water 
concenuation measurements collected over a period of 70 weeks (about 16 months). The 
figure shows the weekly concentration measurements, the avcrage concentration for weeks 
21 through 46 (6 months), and the long-term averab concenaation which is obtained from 
data collecoed over 50 years (only a portion of which is shown h a ) .  From the figure, it 
can be seen that the short-tam average concentration can be very Meren t  from the long- 
tcrmavaage. 
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Figure 2.3 Illustration of the difference between a short- and long-term mean 
concentration 
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The short-mm avaagc is estimated using data coUcctai during the period of 
interest, in this example during weeks 21 through 46. Similarly the longer term average 
can be estimated based on data collected over the longer period of interest, perhaps 50 
years. Fortunately, by using information on the conchtion of the measurements across 
time, it is usually possible to estimate the long-term average concentration from data 
collected over a limited period of time. In d e r  to estimate the average concentration for a 
pcriod which is longer than the data collection paid assumptions must be made which 
relate the unmeasured future concentrations to the concentrations which arc actually 
measured. Thcsc assumptions arc stated in tams of a model forthe data 

Stat is t id  decisions and estimaocs that only apply to the sampling period arc 
referred to h e n  as "short-tam" estimates and arc presented in Chapter 4. Decisions and 
estimates that apply to the foresetable future arc called "long-term" estimates. The long- 
term estimates are madc based on the assumption that the ground-water concentrations will 

behave in a pfedictable manna. The assumptions take into account the expected natural 
fluctuarions in ground-water flows and contaminant concentrations 

In this document the ground W ~ U T  is said to attain the cleanup standard only 
if the wncenaations attain the cleanup standard for the fmsceable (or a! least predictable) 
future. Thus, long-term estimates and proccdurcs arc uscd to assess attainment. Short- 
tCrm estimates can be used to make inmim management decisions. 

I 
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2.3.3 The Role of Statistical Sampling and Inference in Assessing , 
Attainment 

When assessing attainment, it is desirable to compaxe the population mean 
(or population percentile or other parameter) of the concentrations to the cleanup standard. 
However, the data fdr assessing attainment arc derived from a sample, a smal l  proponion 
of the population. Statistical inference is used to make conclusions about the population 
parameter from the sample measurements. For illustration, the following discussion 
assumes that the population mean must be less than the cleanup standard if we arc to 
conclude that the ground water in the well attains the cleanup standard 

The man concentration calculated from the sample data provides an esti- 
matt of the population mean. Estimates of concentration levels computed from a statistical 
sample axe subject to "crro~" in pan because they arc based on only a small subset of the 
population. The use of the term "error" in this context in no way implies that there art 
mistakes in the data Rather, "mor" is a short hand way of saying that there is variability 
in the sample estimates from different samples. There are two components to this error: 
sampling error and lab, or measurement, mor. 

0 Different samples will yield different estimates of the parameter of 

Unknown factors in the handling and lab analysis procedures result 

intmst due to sampling error. 

in errois or vh t ion  in the lab measurements, i.e., two lab analyses 
of the same ground-water sample will usually give slightly diffcrrnt 
concentration values. This difference is amibuted to lab error or 
measurement error. 

0 

. 

Because the sample mean is subject to am, it cannot be directly compared 
to the cleanup standard to decide if the population mean is less than the cleanup standard. 
For example, just because the mean for a particular sample happens to be below the cleanup 
standard docs not mean that the standard has been attained. To make meaningful infer- 
ences, it is necessary 10 obtain a masure of the ertar (or expressed another way, the preci- 
sion) associated with the sample mcanl. An Cstimate of the emir in the sample mean can be 
calculated from the sample and is referred to as the standard error of the mean. It is a 
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basic measure of the absolute variability of the calculated sample mean from one sample to 
another. 

The standard error of the mean can be used to construct confidence 
intervals around a sample mean using equation (2.1) in Box 2.1. Under general condi- 
tions, the intaval constructed using equation (2.1) wil l  include the population mean in 
approximately 95 percent of all samples collected and is called a ' 9 5  percent two-sided 
conMence interval." This useful fact follows from the Central Limit Theorem which 
states that, under fairly general conditions, the dismbution of the sample mean is "closc" to 
a normal distribution even though we may not h o w  the distribution of the original data. 
Note also that the validity of the confidence intaval given in Box 2.1 depends on the data 
being independent in a statistical sense. Independent ground water measurements arc 
obtained when the sample collection times arc &domly selected within the sampling 

period. 

When assessing attainment, a two-sided test would be used for pH because 
both high and low values represent pollution. For most other pollutants, use one-sided 
confidence intervals because only high values indicate pollution. A 95 percent one-sided 
confidence intcrval can be obtained from equation (22) in Box 2.1. The interval from zero 
(the lowest possible measurement) to this upper endpoint wil l  also include the population 
mean in appximatcly 95 percent of all samples collectad 

Box 2.1 
Consauction of Confidence Intervals Under Assumptions of Normality 

To construct a 95 pacent two-sided confidence intcrval around a sample 
mean: 

lower endpoint = sample mcan - 1.96 standard erroT, and 

uppa endpoint = m p l c  mean + 1.96 * standard mor. (2.1) 

To comma a 95 pacent one-sided cdidcnce inttrval: 

uppa endpoint = sample mean + 1.65 Standard arm. (2.2) 

Using confide? intervals, the following procedure can be used to make 
corrclusions about the population mean based on a sample of dam 
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(1) Calculate the sample mean; 

(2) 

(3) 

Calculate the standard crror of the sarnple man; 

Calculate the upper endpoint of the one-sided confidence interval; 
and 

(4) If the upper endpoint of the confidence intaval is below the cleanup 
standard, then conclude that the ground water attains the cleanup 
standard; otherwise conclude that the ground water does not attain 
the cleanup standard. 

A 95 percent confidence interval Will not cover the populafion parameter in 5 pacent of the 
samples. When using the confidence interval to assess attainment, one will incomtly 
concluded that the ground water attains the cleahup standard in up to 5 percent of all 
samples. Thus, this procedure is said to have a falsc positive rate of 5 percent This false 
positive rate is discussed in detail in the next section. 

2.3.4 Specification o f  Precision and Confidence Levels for 
Protection Against Adverse Health and Environmental Risks 

The validity of the decision that a site meets the cleanup standard depends 
on how well the samples represent the ground water during the period of sampling, how 
accurately the samples arc anal@, and the criteria used to define attainment The true but 
unknown condition is that the ground water is either clean or contaminated. Similarly, the 
decisions made using the statistical procedures will result in an auainmcnt or non-aaainmnt 
decision. The relationship between these two conditions is shown in Table 21. 
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Table 2.1 False positive and negative decisions 

Decisionbasedona 
scatistical sample 

I I 1 

Qean(Attainsthe coslouninated (Does 
cleanup standard) not attain the cleanup 

Standard) 

I True condition in the welk I I 

Contaminated 

I t I 1 

False negative Camadecision 
daision : 

t I I 

I I I 

As a result of the sampling and measurement uncertainty, one may decide 
that the site is clean when it is not In the context of this document, this mistaken conclu- 
sion is referred to as a false positive finding (statisticians refer to a false positive as a 
'Type I m r " ) .  That a~ several points to make regarding false positives: 

0 Reducing the chance of a false positive decision helps to protect 

A low false positive & dots not comc without cost. The additional 

samples and usingmoreprecisedysismthods; 

human health and the environmenS 

cost of lowering false positive rates comes from taking additional 
0 

0 The definition of a false positive in this document is exactly the 
opposite of the more familiar definition of a false positive under 
RCRA detection andcompliance mitoring. 

In order to design a statistical test for assessing attainment those spcdying 
the sampling and analysis objectives must selm the maximum acceptable false positive ratc 
(the maximum probability of a false positive decision is denoted by the Gnek letter alpha, 
a). It is usually set at levels such as 0.10, O.OS, or 0.01 (that is 10%. 5% or 1%), 
depending on the potential consequences of declaring that the ground water is clean when 
in fact it is not. While diffmnt false positive rates can be used for each chemical, it is 
rtcommcnded that the same ratc be used for all chemicals being investigated. For a further 
discussion of false positive rates, sec Sokal and Rohlf (198 1). 
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The converse of a false positive decision is a false negative decision (or' 
Type Il m), the mistake of concluding the ground w a r  nquins additional treatment 
when, in fact, it attains the cleanup standard. This arwnsulo in the waste of resources in 
unnecessary treatment It would be desirable to minimiZt the probability of false negative 
decisions as well as false positive decisions. The Grcck letter beta (p) is used to represent 
the probability of a false negative decision. 

If both a and p can be reduced, the percentage of time that the comct deci- 
sion will be made will be increased. Unfortunately, simultaneous reduction usually can 
only be achieved by increasing sample si= (the number of samples c o l l d  and analyzed), 
which may be expensive. 

The probability of declaring the ground ww to be clean will depend on the 
m e  mean concentration of the ground water. If the population mean is above the cleanup 
standard, the ground water will rarely be declared clean (this wil l  only happen if the partic- 
ular sample chosen has a large associated sampling and/or measurement error). If the 
population mean is much smaller than the cleanup standard, the ground water wil l  almost 
always be judged to be clean. This relationship can be plotted for various values of the 
population mean as in Figure 2.4. The plot shows the probability of declaring the ground 
water to be clean as a function of a hypothetical population mean, and is referred to as a 
power w e  . For practical purposes, in this volume the probability of declaring the site 
clean is the "power of the test" The following assumptions wen made when plotting the 
example power m e  in Figure 2.4: the false positive rate is 5% the fake negative rate 
when the m e  mean, p1, is 0.6 is 208, and the cleanup standard is 1.0. 

If the population mean concentration is equal to or just above the cleanup 
standard (i.e., does not attain the cleanup standard), the probability of declaring the ground 
water to be clean is or; this is the maximum false positive-ra&. 

- 
- 

For the specification of the anainmcnt objectives (discussed in &pta 3), 
the acceptable probabilities of a false positive aad false negative decision must be specified. 
Based on these values and the selected statistical procedures, the required sample size can 
be calculated 

. . .  
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Figure 2.4 Hypthetical powercune 

1 2  1.4 

0.4 a -  

Standard 

0 0 2  0.4 0.6 0.0 1 
Population man concentration, ppm 

2.3.5 Attainment Decisions Based on Multiple Wells 

The ground water wi l l  be judged to attain the cleanup standard if the con- 
taminant concentrations in the selected wells arc sufficiently low compared to the cleanup 
standard. Below arc two possible ways in which the attainment decision can be based on 
watcr samples from multiple wells: 

0 Asscss each well individually: maLC a separate aaainmcnt decision 
for each well; conclude that the ground water at the site anains the 
cleanup standard if the ground water in each tested well attains tbc 
clcanup standard 

Associae selected wells into groups: collect samples in all wells in 

samt group into one summaly statistic for that timt period; conclude 

dardifthc surranaly statistics fromall groups anain thestandard 

0 

a group at the same time, combine the results from all wells in the 

that the ground water represented by each group attains the cleanup 
standard if the summary statistic attains the cleanup standard. 
Conclude that the ground water at the site anains the clcanup stan- 

The choice o f d g  wells individually ar as a grwp has implications for 
the intuprctation of the statisoical results and the false positive and false negative probabili- 
ties for deciding that the site. as opposed to the well, attains the cleanup standard. These 
issues am discussed in mart detail in the following three sections. 

2-20 

..,. , - . .  



CHAPTER 2: INTRODUCIION TO STATISTICAL CONCEPTS PUW DE BROrs3  

Assessing Multiple Wells Individually 

When assessing each well individually, slightly different criteria can be used 
for each aminment decision. For example, different sample collection schedules can be 
used for each well. Assessing each well individually may require substantially fewer 
samples than assessing the wells as a p u p ,  depending on the umccnuations in the wells. 

’Ihe Bttainmcnt decisions for each individual well must be combined to make 
an attainment decision for the entire site. The only procedure discussed in this document 
for combining the results from assessments on individual wells is to conclude that the 
ground water at the Site attains the cleanup standard only if the pund water in each well 
aaains the cleanup seandard 

If many wells arc tested, the site will not attain the cleanup standard if any 
one of the wells does not anain the standard. Even if all wells actually attain the cleanup 
standard. the more wells used to assess attainment, the W t e r  the likelihood of a false 
negative decision in one well, resulting in an overall non-anainmcnt decision. On the other 
hand, assessing all wells individually can result in significant protection for human health 
and the envircmxncnt because all mccnaaaons must a& the cleanup standard in spite of 
false negative decisionS. Implicit in the above discussion is the conflict of protecting the 
public health versus the cost of possible overcleaning or ~VQBttainmQIt 

Testing Multiple Wells as a Group 

When multiple wells are tested as a group, samples must be collected in 
each well I the same time and thus the same number of samples will be collected in all 
wells a goup. At each sample time, the measurements from each well arc combined 
into a summpry statistic. The ground water in the group of wells would be declared to 
attain the cleanup standard if the summary statistic was significantly less than the cleanup 
s t a n d a d  Several methods can be used to combine the measurements from all tested wells 
at each sample timc ino~ me summary statistic. Two methods arc: 

- 

0 Average of measurc1IEcnts from all wells within a p u p ;  and 

Take the maximum concentration across all wells within a p u p .  0 
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If the average across all wells must be less than the cleanup standard, then 
the site may be declared clean if the concentrations in some wells are substantially grcatcr 
than the cleanup standard as long as concentrations in other wells am much less than the 
cleanup standard. These differences among wells in a p u p s  can sometines be minimized 
by grouping wells with similar concentration levels. On the other hand, requiring that the 
maximum concentration across all wells attain the cleanup standard assurcs that each well 
individually wil l  attain the standard 

If the average concenuation across all wells is to be compared to the cleanup 
standard, a denease in lab costs may be achieved by cornpositing the water samples across 
wells (and possibly across time) and analyzing h e  contaminant concentrations in the 
composite samples. Since the recommended number of samples to be composited and the 
length of the sample period will depend on the suial comelation of the data and s c v d  cost 
and variance estimates, consultation with a statistician is recommended if cornpositing is 
considered. 

Multiple Statistical Tests 

When assessing attainment in multiple wells (or groups of wells) and when 
assessing attainmnt for multiple chemicals, two probabilities am of interest the probability 
of deciding that one campound in one well (or group of wells) is clean and the probability 
of deciding that all compounds in all wells (or groups of wells) arc clean. The following 
discussion will be phrased in tams of testing individual wells However, it also applies to 
testing groups of wells. 

For an individual statistical decision on one compound or well, the maxi- 
mum probability of a false positive decision is denoted by the Greek letter alpha, a This 
may also be called the comparison-wise alpha. When multiple chemicals or wells arc 
being assessed, the o v d l  alpha or experiment-wise alpha is the maximum probability 
of incomctly declaring that the all compounds in all ground water wells at the site aPain thc 
cleanup standard1 In this document it is assumed that the site will be declared to have 

1Noce that the pocedrnesdiscd hac fa-g the atgbunent ofthe site from rbe results of multiple 
stariaL-91 tesll' Q %xperiment- 
wise versus comparison-wise tesu" plesented in many inooductory Uatisics textbooks which usc a 
diffatnt null hyporhesis. Here all teas. ralhcr than any single tws must have a signfikant rcsulf 

arc Mmt fnnn the typical pcsmfatians on "mulapk 
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attained the cleanup standard only if all contaminants tested attain their specified cleanup 
S t a n d a r d .  

The probability of deciding that all compounds in all wells atrain the cleanup 
standard, it., the overall a depends on the number of statistical tests performed. If wells 
arc assessed individually, morc statistical tests wil l  be performed than when assessing 
wells as a p u p .  Thus, the decision on whether to group wells is relared to the selection of 
the probabilities of a false positive or false negative decision. 

The overall probability of declaring that a site has attained the cleanup 
standard depends on the: 

0 N u m b  of contaminants and'mlls being asscsscd; 

0 Concentrations of the contarninants being assessed; 

statistical tests being uscd for the individual c€Ml&ants; 

Correlation between the concentration measurements of different 
contaminants in the samc wells and contaminants in different wells; 
and 

e 

0 

0 Decision rules for combining the statistical results from each 
contaminant and well to decide if the overall site attains the cleanup 
Standard. 

Although the calculation of the overall probability of declaring the site to attain the cleanup 
standard can be difficult, the following general conclusions can be stated when using the 
rule that ~II coruaminants (or web) must attain the cleanup s&: 

0 The probability of incorrectly deciding that the site attains the 
cleanup standard, the overall alpha, is always less than or equal to 
the maximum probability of mistakenly deciding that any one 
contaminant (or well) attains its cleanup standard (comparison-wise 
d P W .  

As the number of contaminants being assessed in&es, the e 

probability of deciding that the site is clean decreases, regardless of 
the m e  statlls of the site. 

Choice of a strategy for combining the results from many statistical tests 
involves both policy and statistical questions. As a result no general recommendations can 
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bc made in this document. When many confaminanu or wells arc being assessed, consul- 
tation with a statistician is mmmcnded 

2.3.6 Statistical Versus Predictive Modeling 

A modcl is a mathematical description of the process or phenomenon from 
which the data are collected. A model provides a framework for exuapolating from the 
measuremenu obtained during the data collection period to other periods of time and for 
describing the important characteristics of the data. Perhaps most importantly, a model 
serve; as a formal description of the assumptions which arc being made about the data. 
The choice of statistical method used to analyze the data depends on the nature of these 
assumptions. (See Appendix D f a  a discussion on modeling the data) 

Mathematical (detaministic) models can be used to predict or simulate the 
contaminant concentrations, the effect of treatment on the contaminants, the time required 
f a  remediation, and the remaining concenaations after remedial action. These models arc 
referred to h m  as predictive models To predict futurc concentrations these models typi- 
cally use (1) mathematical formulae describing the flow of ground water and contaminants 
through porous or fractured media. (2) boundary conditions to specify the conditions at the 
s m  of the simulation (often based on assumptions), and (3) assumptions about the aquifer 
conditions. Predictive models arc powerful tools, providing predictions in a relatively 
shon timc with minimal cost compared to the corresponding field sampling. They allow 
comparison of the expected results of dif€crcnt ucatmcnt alternatives. However, it is 
difficult m determine the' probability of comctly or inccmcdy deciding if the ground watcr 
anains the cleanup standard using predictive models, in part, due to the many assumptions 
on which the models arc based. 

On the other hand the statistical models and procedures discussed in this 
document arc based on very few assumptions and can be used whether or not predictive 
models have beenapplied at the site. The statistical procedures can also be used as a c k k  
on the predictive models. Unlilre the predictive models, the statistical models presented in 
this document for assessing attainment only use measurements from the period after 
rrmedialactionhasbear- 
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While this document makes the assumption that the attainment decision will 
be bascd on statistical models,and procedures, predictive models and data collccmi prior to 
the sampling for the attainment decision provide a guide as to which wells are to be used 
for assesSing attainment, when to initiate an evaluation, and what criteria arc to be used to 
define atEainment of the cleanup standard. If predictive models arc used in other ways for 
the attainment decision, consultation with a statistician is recommended. Due to the 
complexity of both site conditions and predictive modeling, other procedures which might 
be used to combine the results of predictive and statistical models are beyond the scope of 
this document 

2.3.7 Practical Problems with the Data Collection and Their 
Resolution 

With any collection of data there arc possible problems which must be 
addressed by the statistical procedures. The problems discussed below arc: mcaSurtments 
below the detection limit, missing data and very unusual observations, often called 
"outlicrs." 

Measurements Below the Detection Limit 

The detection limit far a laboratory measurement procedure is the lowest 
concentration level which can be determined to be differcat from a blank. Measunmcnts 
which arc below the detection limit may be reported in one of scvcral Merent ways 
(Gilbert 1987). For example: 

A concentration value, with the notation that the nported concentra- 
tion is below the detection limic 

- - .  e- - Less than a specified detection limit; or 

Coded as "below the detection limit" with no concentrationor dew- 
tion limit specified. 

Special procedures are required to use the below-detection-limit measure- 
ments in a statistical analysis. If, due to poor selection of the laboratary analysis method or 
unanticipated problems with the analysis, the cleanup standard is below the detection limit, 
the possible statistical proccdurcs which might be used to compare the concentrations to the 
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cleanup standard arc very limited and required many assumptions which arc difficult to 

jusnfy. As a rcsulf this document only addrcsscs the situation where the cleanup standard 
is greater than the detection limit 

Far all of the pmcaium described in this manual, the following prrocedms 
for handling bclowdatction-limit measmments arc recommtndat 

Whenever the measured concentration for a given water sample is rtported 
by the laboratory, use this concentration in the analysis even though it is 
below thc detection limk 

0 When the concentration is reported as less than a specified detection limit, 

analysis; and 

When the laboratory reports that the chemical wncenuation is "below the 

use the value at the detection limit as the measufcd concentration in the 

detection limit" with no specified detection limit, contact the analytical 
labonuary to determine the minimum detectable value, and usc this value in 
the analysis. Do not treat bcloydeoectim-level measmments as missing. 

Using the detection limit for values below the detection limit is conservative; 
i.e., MS in favor of minimizing health and environmental risks. Other methods of 
handling below-detection-limit problems can k used, but arc more difficult to implement 
and have the potential of Crring in the opposite direction. Selection of a method can be 
dependent upon the Proportion of nondetects. Alternative procedures should be investi- 

discussed in the following rtferences on detection limit problems: Bishop, 1985; Clayton et 
al., 1986; G i i a h  1981; Gilliom and Helsel, 1986; Helsel and Gilliom, 1986; and Gleit, 
1983. 

gated and aSSCSSCd as to how data Brc affected some of these altcmalive p e d u r c s  arc 

Missing Values 

Missing concentralion values an different from belowdetection measure- 
menu in that no information about the missing concentration (either above or below the 
detection level) is known. Missing values may be due to many factors, including either (1) 
non-collcc!icm of the scheduled sample, (2) loss of the sample befare it is analyzed due to 
shipping or lab problems, ar (3) loss of the lab results due to improper rcciording of results 
or loss of the data d. 
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In general, this problem can be minimized with appropriate planning and 
backup procedures and by using a proper chain of custody procedures, careful 
packaging and handling, clear labcling, and keeping copies of m t  ~CCO&. 

If the sample is lost shortly afta collection, it is ~ n d e d  that another 
sample be collected immediately' to rephe the loa sample as long as the timc between the 
lost and replacement sample is less than half the time betwccn successive samples specified 
in the sample design. Any deviations to the sampling design, including lost and replace- 
ment samples should be nponed with the data and analysis. The replacement or substitu- 
tion of missing data by numerical values is never rtcommended 

Outliers 

In many statistical texts, measurements that are (1) very large or small 
relative to the rest of the data, or (2) suspected of being unrqemtative of the true concen- 
tration at the sample location are often called "outliers." Observations which appear to be 
unusual may correctly represent unusual concentrations in the field, or may result from 
unrecognized handling problems, such as contamination, lab measurement, or data 
recording m n .  If a particular observation is suspected to be in cnur, the crrw should be 
identified and cormmi, and the corrected value used in the analysis. If no such verifica- 
tion is possible, a Statistician should be consulted to prwide modificzLtons to the statistical 
analysis that account for the suspected "outlier." For more background on statistical 
methods to handle o&, scc Barnett and Lewis (1984). 

The handling of outliers is a controversial topic. In this document, 

0 The expected distribution of concentration values may be skewed 

"outliers" to some analysts may be legitimate, 

The procedures recommended in this document arc less sensitive to 

(i.C, non-symmetric) so that large concentrations which look like - - 

0 

exuemely low concentrations than to urtrtmely high concentrations; 
and 

High concenaations are of particular concern for their potential 
healthandenvironmtntalimpac~ . 
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2.4 Limitations and Assumptions of the Procedures Addressed in 
this Document 

Because a single document cannot adequately address the wide variety of 
situations found at all Superfund sites, this document will only discuss those statistical 
j m d u r e s  that are applicable to most sites and can be implemented without a detailed 
knowledge of statistical methods. Although the procedures recommended h a t  will be 
generally applicable, specific objectives or sinrations at some sites may require the use of 
other statistical procedures. When possible problems arc anticipated, the text wil l  rtcom- 
mend consultation with a statistician. 

Due to the complex name of conditions at Supafund sites, this document 
cannot address all statistical issues applicable either to Superfund sites or to assessing the 
attainment of cleanup standards. The discussion in this document is based on ceRain 
assumptions about what statistical tests wil l  be required and what the situations a the site 
wilI be. Far completeness, the major assumptions are mviewed below. 

e The Confaminants arc known; 

e The ground water dots not attain the cleanup standard until this 
assumption (that is the null hypothesis) is rejected using a statistical 
tcss 

e At the time of sampling for assessing attainment, there arc no 
reasons to believe the ground-water concentrations might incrcase 
-time; 

e Location of the monitoring and pumping (or treatment) wells arc 
fixed and arc not to be specified as part .of the statistical methods. 
As a result, the attainment decision'saictly applies only to the water 
in the wells, not to the ground watcr in general. To draw general 
conclusions about the ground water, additional assumptions must be 
made or additional wells must be establishad; and 

CalSfDbetested 
e The cleanup standard is greater than the &&on limit fa all chcxni- 

2.5 Summary 

This guidance considers the variety and complexity of ground water condi- 
tions at Superfund sites and provides procedures which can be used at most sites and under 
most conditions. This chapter outlines somc of the conditions found at Superhmd sites and 
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some of the assumptions which have been made as a guide to the selection of statistical 
pnxrdurcs presented in later chapters. 

EmKs arc possible in evaluating whether a site attains the cleanup stan- 
dards, resulting in false positive and false negative decisions. Statistical methods provide 
approaches for balancing these two decision crrors and allow extrapolation in a scientifi- 
cally-valid fashion. 

This chapter reviews briefly the statistical concepts that form a basis for the 
pmccdlrres dtsnibed in this guidance. These include: 

e false positive decision - a site is thought to be clean when it is not; 

e false negative decision - a site is thought to be contaminated when it 
is noc 

mean - the value that comsponds to the "center" of the concenua- 
tion distribution; 

e Qth proportion or percentile - a value that separates the lower Q 
percent of the measurements from the upper 100-Q percent of the 
measurements; 

0 confidence intervals - a sample-based estimate of a mean or 
percentile which is expressed as a range or intaval of values which 
will include the true paramctcr value with a known probability or 
anfidence; . 

0 null hypothesis - the prior assumption that the contaminant concen- 
trations in the ground wata at the site do not attain the cleanup 
standard; 

hypothesis tests - a statistical procedure for assessing attainment of 
the ground water by accepting or rejecting the null hypothesis on the 
basis of data; and 

e 

e power cupe -- for a specified statistical. test and sample size, the ' 
probability of concluding that the ground water attains the cleanup 
gandard vmus uuc concentration. 

Unlike Scatistical ksts in other circumstances, assessment of ground water 
~~considaationafthe~lati0nktwtcnmtasurementsacrosso;meandspacc. As 
a result of carrelation across time, estimating the short-term and long-tam concentrations 
requires difiatnt procedures. The ground water is defined as attaining the cleanup stan- 
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dard if the statistical test indicates the long-term mean concentration or concentration 
paccntile at the site aaains the cleanup standafd 

When many wells or contaminants am assess4 caxcN coclsideration must 
be given to the decision procedures which arc used to combine data from scpamc wells or 
contaminants in order to detamine if the site as a whole attains all relevant cleanup stan- 
dards. Haw the data from separate wells arc combined affects the interprctation of the 
results and the probability of concluding that the o v d  site attains the cleanup standafd A 
complete discussion of how to assess Bnainmcnt using multiple wells is'beyond the scope 
of this volume. 

'C 
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This chapter discusses the specification of the anainmcnt objectives, includ- 
ing the specific procedures to be used to assess llttainmenf The sampling and analysis 
plans, discussed in the next chapter, oqtline procedures to be used to assess attainment 
consistent with the attainment objectives. The specification of objectives must be corn- 
pletcd by pasoMel familiar with the following: 

0 The characteristics of the ground water and contamination present at 
the wastc site; 

0 The hcalth and environmcnd risks of the chemicals involved; and 
e The costs of sampling, analysis, and remediation. 

The flow chart in Figure 3.1 summarircs the steps required to specify the 
sampling and analysis objectives and shows where each step is discussed. In general, 
specification of the attainmtnt objectives for the site under investigation involves specifying 
the following items: 

0 'Ihe wells to be sampled; 

Tbe sample collection and handling proccdm 0 

0 Thc chemicals to be tested and the laboratory test methods to be e 
?he relevant cleanup standard for the chanicals under investigation; 

The parameter (e.g., the mean or a percentile) of the chemical 
concentration distribution which is to be compared to the cleanup 

- .standard; - _ _  

0 

0 

0 The "false positive rate" for the statistical test (the confidence level 
for protection against advase health and environmental risk); 

The precision to be achieved; and 

Any otha Secondary objectives for which the data arc to be used 

0 

0 

which may affect the choice of Statistical procedure. 
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Figure 3.1 Sups in defining the atcainmtnt objtctives 

specify the chemical tobe 
tEstEd. 

(Section 3.4) 

1 

1 Specify the probability of mianlrurl 
dslanng thesampleartackan 

(secQa 3.6) 

/ 
Yep 
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What equipment and procairns are to be used; 0 
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CHAPTER 3: SPECIFICATION OF ATI'NNMENT OBJECTIVE 

The items which make up the attainment objectives are discussed in detail in 

the following sections. 

3.1 Data Quality Objectives 

The Quality Assurance Management staff within EPA has developed 
mpircmnts  and pr#xdurrs for the development of Data Quality Objectives 0 s )  when 
environmental data are collected to support regulatory and programmatic decisions. 
Although the DQOs are an important pan of the attainment objectives, they are discussed in 
detail elsewhm and will not be addressed here., For more infomation, readers should 
refer to U.S. EPA (1987a) and U.S. EPA (1987b). . 

3.2 Specification of the Wells to be Sampled 

Wells within the site will be monitored and evaluated with respect to the 
applicable cleanup standards. Extending inferences from the sampled wells to the ground 
water in general must be made on the basis of both available data and expert knowledge 
about the ground-water systcm and not on the basis of statistical sampling theory. Careful 
selection of the ground-water wells to be used for assessment is required to ensun that 
attainment of the cleanup standad in the sampled wells implies to all partics concerned that 
the &?cJund-wata quality has been adequately protected. 

Sections 2.2.3 and 2.3.5 provide more discussion on the implications of the 
decision on which wells must attain the cleanup standard. 

3.3 - Specification of Sample Collection and Handling Procedures 

The results of any statistical analysis are only as good as the data on which 
it is based. Therefore, an imporcant objective for sampling and analysis plan is to carefully 
ddine all aspeca ofdam collection and measurement procedures, including: 

? 
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0 How the sample is to be handled between collaction and 

How the laboratory mcasu~tm~lff a,re to be made; and 

what precision is to be a c h i d  

-t 

0 

One reference for guidance on these topics is 
of W- W m  (U.S. EPA, 1982). 

3.4 Specification of the Chemicals to be Tested and Applicable 
Cleanup Standards 

The chemicals to be tested should be listed. When multiple chemicals are 
tested, this document ~SS\IIIICS that all chemicals must attain the relevant cleanup standafd in 
order for the ground water from the well(s) to be declared clean. 

The tam "cleanup standard" is a generic tcrm for the value to which the 
sample measurements must be compared- Throughout this document, the cleanup standard 
will be denoted by 0 The cleanup standard for each chemical of concern must be stated 
at the outset of the study. Cleanup standards arc determined by EPA in the process of 
evaluating site-specific cleanup alternatives. Final selection of the cleanup standard 
depends on many facton. These factors ~ T C  discussed in 

(U.S. EPA, 1988). 

3.5 Specification of the Parameters to Test 

In d e r  to dcfine a statistical test to determine if the mntarninant concentra- 
tions in g m d  water wcll(s) attain the cleanup standard, the characteristic of the concen- 
uarions which is to be axnpsrcd to the cleanup standafd must be specified Such charactcr- 
istics arc called parameta. The two panunetas discussed in this document for testing 
individual wells an the. mean concentration and a specified percentile of thc concentrations 
such as the median or the 90th percentile of the ground-watcr conccnaations. "%e follow- 
ing d o n s  discuss the criteria for selecting the parameters to tcst These parameters have 
b x n  defined previously in Section 2.3.1. 
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3.5.1 Selecting the Parameters to Investigate 

Criteria for selecting the parameta to use in the statistical attainment 

0 The criteria US& 10 devel~p the *-based stsndards, if h o w  

Whetha the effects of the contaminant being mas& an acute or 
Chronic;  

0 

0 T h C ~ v e ~ l e s i z c s ~ r r i r e d ;  

0 The likelihood of finding concentration measurements below the 
cleanup srandard; and 

The relative splrtad of the data 0 

For example, if the cleanup standard is a risk-based standard developed for 
the mean concentration over a specified pcriod of timc, it is logical that the cleanup standard 
be compared to the mean concentration. Alternatively, if the cleanup standard is a risk- 
bascd standard developed for extreme amcentrations which should rarely be exceeded, it is 
logical to test an upper percentile of the concentration distribution. 

Many considerations may go into the selection of the parameter to test. 
Table 3.1 presents criteria and conditions that support or contradict the use of each 
paEUXlCtCT. 

SOmc general rules far selecting the parameta to rest 8rc: 

(1) If the chemical contaminant of concern has short-term or acute 
effects on human health or the environment, testing of upper 
percentiles is recommended, with higher percentiles being chosen 
for testing when the dismbution of contamination has a higher 
CoCfficiQlt of variation. 

If the chemical contaminant of concern has long-term or chronic 
effects on human health or the environment, Table 3.2 shows the 
rinded parameter based on the coefficient of variation of the 
data and thc likelihood of mcasurrments below the detection level. 

(2) 
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Table 3.1 Points t~ consider when trylng to choose among the mtan, upper 
praportioncpacentile, or median 

Mean 1) Easy tocalculate and estimate a d d c n c e  in- 

2) Useful when the cleanup standard has been b a d  on consideration 
of carcinogenic or chrcmic health effects or long-term average 
exposure. 

3) Useful when the data have little variation hm sample to sample 01 
season to stason. 

4) If the data have a large COeffiiTient of variation @eater than about 
1.5) tcsting the mean can require more samples than for testing an 
uppcrpaccntile in d e r  toprwide the same protection to human 
health and the environment 

5) can have high false positive rates with small sample sizes and 
highly skewed data, Le. when the contamination levels are generally 
low with only occasional short paids of high contamination. 

6)  Not as powerful for testing atrainment when there is a large 
of kss-thandetection-limit values 

7) Is adversely affected by outIias or errors in a few data values. 

. 1) Requiring that an upper pactntile be lcss than the cleanup standard 
can limit the occumncc of samples with high concentrations, 
depding on the selected percentile. 

2) Unaffected by less-thandctection-limit values, as long as the 

3) If the health effects of the Contaminant arc acute, exmmt 

detection limit is less than the cleanup standard 

concentrations arc of concm and arc best tested by ensuring that a 
large proportion of the measurrments are below a cleanup standard. 

standard must be chosen. 
4) The proporcion of the samples that must be below the cleanup 

S) Fur highly variable or skewed data, can provide similar protation of 
human health and the envirrrnmnt with a smaller sample size than 
when testing the mc8n. 

6) Is relatively unatrectai by a small number of outliers. 
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paramtta 

Median 

Points to Consider 

1) Has benefits over the mean because it is not as heavily influenced by 
outliers and highly variable data, and can be used with a large 
number of less-than-dcttction-limit values. 

2) Has many of the positive features of the mean, in particular its 
usefulness for evaluating cleanup standards based on carcinogenic 
or chronic health effects and long-term average exposure. 

3) For positively skewed data, be median is lower than the mean and 
t h m f m  testing the median piovides less protection for human 
health and the environment than testing the mean. 

4) Retains some negative f e r n s  of the mean in that testing the d a n  
will not limit the Occurrence of extreme values. 

Table 3.2 Recommended parameters to test when comparing the cleanup standard to 
the concennation of a chemical with chronic effects1 

~ 

Meanor 
Upper Percentile 
(vppcr pan t i l e  

requires fewer Samples) 

f 1 

upper Percentile 

Propoxtion of the data with mnccnuations 
below the deccctim limit: 

(perhaps e 3U96) (Perhaps > 305%) 

M e a n e  
Upper Percentile 

I 

Upper Pekentile 

Large Coefficient 
of Variation 
(Perhaps cv > 1.5) 

lncamcdiate Coefficient of 
Variation 
(Perhaps 1.5 > cv > 5)  

SdCodf i c i tn t  
of Variation 
(Perhapscv e 5)  

Median 

1- on westat s imula~w and anaiysis summanzed in an intanal westat muno. 
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3.5.2 Multiple Attainment Criteria 

In some situations two or more paramctcrs might be cbosm. For example. 
both the mean and an upper percentile can be tested using the rule th& the ground water 
.aaainsthccluurupstandardifbpthparamctasarebelowthecleanupstandard 

Other mort complicated criteria may be used to assess the attainment to the 
cleanup criteria. Examples of multiple criteria arc: 

0 It is desirable that most of the ground-watcr samples have conccn- 
nations below the cleanup standard and that the concentrations 
which am above the cleanup standard am not too large. This may be 
accomplished by testing if the 75th percentile is below the cleanup 
standard and the man of those concentrations which arc above the 
cleanup standard is less than twice the cleanup standard. This com- 
bination of tests can be pcrfomcd with d f i d o n s  of the methods 
presented in this document 

standard and that the standard deviation of the data be small. This 
may be accomplished by testing if the mean is below the cleanup 
standard and the standard deviation is below a specified value. This 
document does not address testing the standard deviation. variance, 
or coefficient of variation against a standard 

0 It is desirable that the mean concennation be less than the cleanup 

For testing of multiple criteria not discussed in the guidance document consultation with a 
statistician is r#xmmtndai. 

. 3.6 Specification of Confidence Levels for Protection Against 
I 

Adverse Health and Environmental Risks 

In order to design a statistical est for deciding if the pound water attains the 
cleanup s t a d a d ,  those specifying the sampling and analysis objectives must select the 
false positive rate. ’Ihis raw is the maximum probability that the test results will show the 
ground water to be clean when it is actually contaminated. It is usually set at lewls such as 
0.10,0.05, or 0.01 (that is 10% 5% or 1%), depending on the potential collscquences of 
deciding that the ground water is clean when, in fact, it is not clean. While different false 
positive rates can be used for each chemical, it is recommended that the same rate be used 
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O O ~ S l S  
for all chemicals being investigatcd.1 For a further discussion of false positive rates see 
Scction 2.3.4 or S O U  and Rohlf (198 1). 

3.7 Specification of the Precision to be Achieved 

prtcision generally refus to the degree to which rcpcated mcasurcmcnts are 
similar to one another. In this context it rcfas to the degree to which estimates from differ- 
ent samples arc similar to one another. Decisions based on precise estimates will usually be 
the same from sample to sample. The desired precision of the statistical test is sptcified by 
the desired corrfidence in the statistical decisions resulting from the statistical test 

Spcclfication of the precision to be achieved is required to completely & h e  
the statistical test to use. The precision which is to be achieved can be defined by specify- 
ing the parameter value for which the probability of a false negative decision is to be 
controlled. For a definition of "false negative" scc Section 2.3.4. 

To completely define the precision when testing the mean, the following 
itans must be specified: 

0 cg the false positive rate; 

0 cs, the cleanup standard; 

0 pl, the mean concentration a! which the false negative rate is to be 
spccificd;and 

0, the false negative TBOC at Bl. e 

To completely define the precision when testing percentiles, the following 
item must be specified: - -  _ _  

0 Q the false positive rate; 

e CS, the cleanup standard; 

1- testing multiple chemicals from the same ground water samples. the overall fahe positive rate will 
be apploximately lhc Sameas that for individual chanifal ltJLp if tbe culculllatiau of difcaart chemicals 
arc highly carelated In siplatiom whae the ccmccnwtians 81t not highly amelated, the ovaall false 
psiaverate for the entiresite will beanalkrlhon rholspecified fcrthe individual chanicals. 
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0 Po. the largest acceptable proportion of ground-water samples with 

P1, the value of the proponion far which the false negative rate is to 

p, the false negative rate at P1. 

concenaations above the cleanup Standard; 

be specified (comparable to pi, when testing means); 
0 

0 

The specification of these items is discussed in detail Chapter 2 of this 
document and in Chapter 6 and 7 of Volume L The rc8dcT should refer to Volume I for 
detaild instructions on how thesc itans are to be specified. 

3.8 Secondary Objectives 

The sampling and analysis data may be used for pIpposcs otha than assess- 
ing the attainment of the cleanup standards. Far example, they may be used to determine 
the relationship between concentrations of Meren t  contaminants, to detmnine the seasonal 
p a m s  in the measurements, or to get measurements on a contaminant not being assessed. 
These secondary objectives may determine what procedure is used to collect the samples or 
how often the samples arc collected. 

3.9 Summary 

'Ihis chapter discussed the specification of the various items which make up 
the atrainment objectives The objectives wil l  be specified by EPA, regulatory agencies, 
and othcrs familiar with the site, the environmental and health risks, and the sampling and 
remediation costs. As part of the objectives, careful consideration must be given to 
defining the wells to be tested, the ground-water sampling and analysis procedures, the 
statistical parameter to be compared to the cleanup standard, and the precision and confi- 
dence level desired. The attainment objectives provide the background far developing the 
sampling and analysis plans discussed in Chapta 4. 
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4. DESIGN OF THE SAMPLING AND ANALYSIS PLAN . 

Once the attainment objectives arc specified by program and subject matter 
pasonnel, statisticians and hydrogeologists can be useful in designing important compo- 
nents of sampling and analysis plans. The sampling plan specifies how the water samples 
arc to be collected, stared, and analyzed, and how many samples to collect The analysis 
plan specifies which of the statistical proccduns presented in the following chapters arc to 
be used. The sampling and analysis plans arc intemlatcd and must be prepared together. 
?he decision regarding anainmnt of the cleanup standard can be made only if the field and 
laboratory procedures (in the sampling plan) provide data that are representative of the 
ground water and can providt the pmeteres&s (from the analysis plan) sptcifed in 
the aQainmcnt objectives 

The specification of the sampling and analysis plans will depend on the 
characteristics of the wastc site and the evidence needed to evaluate attainment The statisti- 
cal methods must be consistent with the sample design and attainment objectives. If there 
appears to be any reason to use different sample designs or analysis plans than those 
discussed in this guidance, or if then is any reason to change either the sample design or 
the analysis plan after field data collection has staned, it is recommended that a statistician 
be consulted. 

4.1 The Sample Design 

The sample design, or sampling plan, outlines the procedure for 
collecting the data, including the timing, location, and fdcd procedures fur obtaining each 
physical water sample. The discussion h n  focuses on the timing of the sample collection 
actiiitiei  common-^ of --le desi@i-i-rindom s-mpling and syste-tic sampling. 
Either of these sample collection procedures can require a fixed number of samples or use 
sequential sampling in which the number of samples to be collected is not specified beforc 
the sampling period. 

~ _ -  - - -  
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? .  

4.1.1 Random Sampling 

In a random sample design, samples arc collected at random times through- 
out the sampling paid For example, using simple random sampling 48 sample collection 
times might be randornly selected within a four year sampling p c r i d  Using simple 
random sampling, some yean m y  have more samples than other years. Om alternative to 
simple random sampling is stratified random sample in which 12 samples arc c o l l d  in 
each of four years, with the sample times within each year being randomly sclcctd In 
either case, with a simple random sample the time interval between the collection of the 
water samples wil l  vary. Some samples may be collected within days of each other while 
at other timcs therc m y  be rnany months between samples. 

Although random sampling has some advantages when calculating the 
statistical results for short tam tests (Chapter 5), systematic sampling is generally recom- 
mended for assessing attainmQlt 

4.1.2 Systematic Sampling 

Using a systematic sample with a random start, ground water samples are 
colltcted at regular time intervals, (such as evcry week, month, three months, year, etc.) 
starting from the first sample collection time, which is randomly determined. In this 
document, the systematic sample with a random start wil l  be refemd to as simply a 
systcmatic sample. 

When sampling ground water, a systematic sample is usually prcfmcd over 
a simple random sample because: 

0 Exaapolating from the sample period to future periods is easier with 

seasorral cycles can be easily identified and accounted for in the data 
=lysis; 

A systematic sample will be easia to administa bccausc of the fixed 
schedule for sampling times; and 

Most ground water samples have been osaditionally colltctcd using a 
s y d c  sample. 

a systematic sample than a simple random sample; 

0 

0 

0 

t 
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The procedures described in the following chapters assume that either a 

systematic or random sample is used when collecting data for a short term test and that a 
systematic sample is collected when assessing attainment. If other sample designs arc 
considered, consultation with a statistician is recommended It should be noted that when 
implementing a systematic sample, carc must be taken to cap- any periodic seasonal 
variations in the data. n e  seasad paoans in the data will repeat themsclves (after adjust- 
ing for measurement mrs) following a regular panern. For example, if ground water 
measrrrcmcnts at a sioc exhibit seasonal fluctuations, following the four seasons of the year, 
collecting data every six months may miss some important aspects of the data, such as high 
or low measurements, and could present a misleading picture of the status of the site. 
Because many seasonal patterns will have a yearly cycle (due to yearly patterns in surface 
water recharge) the text will often rcfa to the number of samples per ycar instead of the 
number of samples per seasonal cycle. 

One variation of the standard systematic sample uses a different random 
start for each years data. For example, if one water sample is collected each month, in the 
fmt year samples might be collected on the 17th of each month and in the second year on 
the 25th of each month, etc. This variation is prcfcmd when t h a t  arc large seasonal 
fluctuations in the data 

Follow the sups below to e the systematic sample design: 
, 

(4) 

Determine the period of any seasonal fluctuation (ix., time period 
baween repeating patterns in the data). This period will usually be a 
year. If no period is discernible from the data, the use of a one-year 

DeCarnine the number of ground warn samples, n. to collect in each 
year (seasonal cycle) and the corresponding sampling period 
between samples. A minimum of four sample collections per year is 
recommended 

Specify the beginning of the aPainmcnt sampling period. 

paiodisreconamnded. 

__ - 

Randomly select a sampling time draing the first sampling h o d .  

Subsequent sampling should be at equal intervals of the sampling 
period aftcr the h t  sample is collcctal 

In practice, the samples need not be collected prccisdy at the tim called for 
by the sampling interval. However, the difference between the scheduled sampling time 
and the actual time of sampling should be small compared to the time between successive 
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samples. The sample collection of subsequent samples should not be changed if one 
sample is collected early or lata than scheduled. An example of the pnmdue is presented 
in Box 4.1. 

Box 4.1 
Example of Procedure for Sptcifying a Systematic Sample Design 

(1) 

(2) 

(3) 

The seasonal cycle in the measurements is assumcd to have a period 
of one year. 

Based on the methods in Chapter 8, it is decided to collect 6 
samples pa year, one every two months. 

The attainment sampling period is to start on April 1,1992 

(4) The first sampling time duxing the fet twcmonth sampling period 
is randomly selected using successive flips of a coin. Each flip 
divides the portion of the sampling period being considered into 
two. Heads chooses the earlier half, tails the later half. Aftcr 5 
flips, the chosen day for the first sample is April IS. 

Samples arc scheduled to be collected the 15th of every other month. 
If one sample is collected on the 20th of a month, the subsequent 
sample should still be targeted for the 15th of the appmprhe month. 

(5) 

4.1.3 Fixed V e n u s  Sequential Sampling 

For most statistical tests or procedures, the Statistical analysis is performed 
aftcr the entire set of water samples has been collected and the laboratory results are 
complete. This procedure uses a fixed sample size test because the number of samples 
to be collected is established and fixed before the sample collection begins. In sequential 
testing, the water samples are analyzed in the lab and the statistical analysis is performed 
as thc sample collection proceeds. A statistical analysis of the data collected at any point in 

nates. Sequential statistical tests for data collected using sequential sampling of ground 
water arc discussed in detail in Chapter 9. 

time is uscd todaarnine whetha othasample is to be ~ ~ l l d a i f t h ~  Sampling t d -  
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4.2 The Analysis Plan 00 2 3 1 0 
Sirnilar 00 sampling plan, planning an approach to analysis begins bcfm the 

f in t  physical sample is collected. The first step is to define the attainment objectives, 
discussed in Chapter 3. If the mean is to be compared to the cleanup sadads, the statisti- 
cal methods will be different than if a specified propartion of the samples must have 
concentrarions bclow~the cleanup standard Second, the analysis plan must be developed in 
conjunction with the sampling plan discussad carlierin this chapter. 

Third, determine the appropriate sample s h e  (i.e. the number of physical 
samples to be collected) for the selected sample and analysis plan. Whether using a fixed 
ample size or sequential design, calculate the sample size for the fixed sample size test 
Use this sample size for cornparing alternate plans. In some cases, the number of samples 
is determined by economics and budget rather than an evaluation of the required accuracy. 
Nevertheless, it is impoWnt to evaluate the accumcy assocud ' withaprcspccifiednumbcr 
of samples. 

Fourth, the analysis plan will describe the statistical evaluation of the data 

In many cases, specSication of the sampling and analysis plan will involve 
cons iddon  of s t v d  altrmalives. It may also be an iterative process as the plans are 
refined. In cascs w h a t  the costs of meeting the attahmat objectives arc not acceptable, it 
may be necessary to reconsider those objectives. When uying to balance cost and p i -  
sion, decreasing the precision can dentase the sampling and lab costs while increasing the 
costs of additional Ilcmcdiation due to incolrectty concluding that the p u n d  water does n a  
attain the cleanup samdard. In this sinration, consultation with a statistician. and possibly 
an economist, is r#xlmmcnded. 

Chapters 8 and 9 offer various Statistical-methods, dependbig on attainment 
objectives and the sampling plan. Table 4.1 presents the locations in this document w h e n  
various canbinations of analysis and sampling plans arc discussed. 
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Type ofEvaluation 
Continuous Data 

Table 4.1 Locaaons in this document of discussions of sample designs and analysis 
for ground waur sampling 

Analysis Mahod Fixed Sample Size Sequential 
Test of thc Mean Sections 8.3 and 8.4 Sections 9.3 and 9.4 

4.3 - Other Considerations for Ground Water Sampling and Analysis 
Plans 

At a minimum, all ground water'sampling and analysis plans should 
specify: 

Sampling objaxives 

Sampling preliminaries; 

Sample collection; 

In-situ field analysis; 

Sample pserVation and anal* 

Chain of custody control; 

Analytidpnxcdlmandquantitationlimitr; 

field and l a w  QNQc plans 

Analysis procedrnrs far any Qc data; 

Statistical analysis procedures; and 

Intcrim and final statistics to be pvided to project pasonnet 

Far more infarmation on 0th- considerations in ground wata sampling and 
. .  

d y s k s a m  
(EPA, 1986b). 
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4.4 Summary 

Design of the sampling and analysis plan requires spaxfication of attainment 
objectives by program and subject matter personnel. The sampling and analysis objectives 

can be refined with the assistance of statistical expatise. The sample design and analysis 
plans go together, thatfore, the methods of analysis must be consistent with the sample 
design and both must be consistent with the characteristics of the data and the attainment 
objectives 

Types of sample design include simple random sampling or systematic 
sampling, and fixed sample size or sequential sampling. This guidance assumes the data 
wil l  be collccud using a systematic sample when assessing anainmcnt 

Steps required to plan an approach to analysis art: 

0 specify the artainmcnt o b j c c t i ~  

0 Develop the analysis plan in conjunction with the sampling plan; 

0 Determine the appropriate sample size, and 

Describe how the resulting data will be evaluated. 0 

. 
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5. DESCRIPTIVE STATISTICS AND HYPOTHESIS 
TESTING 

This chapter introduces the readcr to some basic statistical procedures that 
can be used to both describe (orc- ) a set of data, and to test hypotheses and make 
iiferenccs from the data. The procedrqcs usc the mean or a selected percentile from a 
sample of ground water measurements along with its asocmcd ' confidence interval. The 
confidence interval indicates how well the popdaticm (or actual) mean on percentile can be 
estimated from the sample mean or percentile. These parameter estimates and their 
confidence intervals can be useful in communicating the cuircnt status of a clean up effort. 
Methods of assessing whether the concentmaom meet targct levels axe useful for evaluating 
progress of the remediation. The smtistical procedures given in this chapter arc called 
"parametric" proccdurts. These methods usually assumt that the underlying disaibution of 
the data is known. Fartunately, the procedures perform well even when these assumptions 
arc not strictly me;  thus they arc applicable in many different field conditions (see 
Conover, 1980). The text nous situations in which the statistical procedures are sensitive 
to violations of these assumptions. In these cases, consultation with a statistician is 
recommended. 

c 

Calculations of means, proportions, percentiles, and their corresponding 
standard errors and their associated confidence intervals (measures of how precise these 
estimated means, proportions, or percentiles arc) will be described. "he statistics and 
inferential procedures presented in this chapter ~ I C  appropriate 

of co- levels. By "short-term characteristics" we mean 
characteristics such as the mean or pacentile of contaminant cancentrations during the fiaed 
period of time during which sampling occurs. For example, data collected over a one year 
period can be used to characterize the mean contaminant concentrations during the year. 
Rocedurrs for estimating the long-term mean and for assessing attainment arc discussed in 
Chapten 8 and 9. The distinction between the methods of this chapter and thosegiven in 
Chap= 8 and 9 is that inferences based on short-term methods apply only to the spe i fkd  
period of sampling and not to future points of time. The procedures discussed in this 
chapter can be used in any phase of the remedial effort; however, they wil l  be most uscful 
during treatment, as indicated in F i p  5.1. For a further discussion of short- versus 
long-tam tests, see Section 2.3.2. 

. .  
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Figure 5.1 Example scenario for contaminant measurements during successful rcmcdial 
action 

1 2  

1 

m u d  Oe8 

Ground 0.6 Wdrr  
Conantration 0.4 

0 9  

0 

Much of the material on means, percentiles, standard erro~s and confidence 
intavals has been previously prtsented in Volume I of this series of guidance documents. 
To avoid duplication, the discussion of these topics in this chapter is limited to the main 
points. The Wer should refer to Volume I (Section 6.3 and 7.3) for additional details. 

Some Notations and Definitions 

Unless stated othawise, the symbols XI, x2, ..., Xi, ..., XN will be used in 
this manual to denote the contaminant concentration measunmcnu far N ground-water 
samples taken at regular intervals during a spuSed paid of time. The subscript on the 
x's indicates the time d e r  in which the sample was drawn; e.g., xi is the first (or oldest) 
measurement while XN is the Nth (or latest) measurement Collectively, the set of x*s is 
referred to as adata set, and, in general, xi wil l  be uscd todenote the i* IllcaSurement in the 
data set 

The data set has properties which can be summarized by individual 
numerical quantities such as the sample mean, standard deviation or percentile 
(including the median). In general, these numerical quantities arc called sample 
statistics. The sample mean or mcdian provides a measure of the cenual tendency of the 
data or the concentration around which the measurements clusta. The sample standard 
deviation provides a measure of the spread or dispersion of the data, indicating whether the 
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sample data arc relatively close in value or somewhat spread out about the mean. The 
sample variance is the square of the standard deviation. The computational formulas for 
these quantities arc given in subsequent sections. 

As one of many possible sets of samples which could have been obtained 
from a ground water well, the rmm, standard deviation, or median of the obxrved sample 
of measurements, xi, x2, ..., XN, represent just one of the many possible values that could 
have been obtained. Dif€crent samples will obviously lead to different values of the sample 
mean, standard deviation or median. This sample-to-sample variability is referred to as 
sampling error or sampling variability and is used to characterize the precision of 
sample-based estimates. 

The precision of a sample-based eslimatc is measured by a quantity hown 
as the standard error. For example, an estimate of the standard mor of the mcan will 
provide information on the extent to which the sample mean can be expected 00 vary among 
different sets of samples, each set collected during the same sample collection period. The 
standard error can be used to consmct confidence intervals. A confidence interval 
provides a range of values within which we would expect the m e  parameter value to lie 
with a specified level of confidence. Statistical applications requiring the use of standard 
mors and confidence intervals arc described in detail in the Sections which follow. The 
standard error differs from the standard deviation in that the standard deviation measures 
the variability of the individual obscrvations about their mean while the standard error 
mcasurcs the variability of the sample mcan among independent samples. 

c 

Throughout the remainder of this document, certain mathematical symbols 
will be used. For reference, some of the frequently-used symbols arc summarized in 
Table 5.1. 

- - - _ _ ~  _ _  - - - - - - - - - - - - - - -  

 ina ally, note that the equationsthat follow assume that t h a t  arc no missing 
obscrvations. If that arc relatively few missing obsavations (i.e., five percent or less of 
the dam set have missing data for the chemical measurement under consideration), the 
ground-water samples with missing data should be deleted from the data set In this case, 
all statistics should be calculated with the available data, where the "sample size" now 
corresponds to the number of samples which have non-missing concentration values. 
However, if more than five percent of the data are missing, a statistician should be 
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consulted Additional comments regarding the treatment of the missing values will be 
given in the sections whcrt sptcific statistical pmccdum a being disusscd. 

Table 5.1 Sumnmy of nomion used in Chapters 5 through 9 

Xi 

rn 

n 

N 

x@ 

x 

S2 

S 

s t  

Df 

cs 

Contaminant measurement for the ith ground water sample. For 
rncaswcmcnts reported BS MOW detecti~a, X i  = the d d o a  limit. 

In the discussion of regression, the dependent variable, often the 
sample collection time, sometimes the sample collection timc after a 
transformation. 

The number of years for which data w m  collected (usually the 
analysis will be performed with data obtained over full year periods) 

The number of sample measurements pa year (for monthly data, n = 
12; for quarterly data, n 34). This is also r e f d  to as the numberof 
"seasons" pa year 

The total number of sample mcasumncnts (for data obtained over full 
year paid with no missing values, N = nm) 

An altCrnativc way of denoting a contaminant measurement, w h a e  k = 
1,2, ..., m denotes the year, and j - 1,Z ..., n denotes the sampling 
period (season) within the year. If then arc no missing values, the 
subscript for X'k is related to the subscript for Xi  in the following 
manna: i=(k- i )n+j. 

The mean (or average) of the N grwnd water rnamxcmcnts. 

The variance ofthe N ground w~u~measurancnts. 

The standard deviation of the N ground w a t ~  Wurements. 

The standard erro~ of the mean (this is calculated differently for long 
and shon tam tests). 

The degrees of freedom associated with the standard Mor of an 
eseimaoe. 

The cleanup standard relevant to the ground WatQ and the contaminant 
being tcstcd. 
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Table 5.1 S v  of notation used in Chapters 5 through 9 (continued) 

P 

PO 

P1 

a 

8 

Yi 

Cr 

Pl 

The "CNC" but unknown propomon of the ground water with 

The criterion for defining whether the sample area is clean or 
contaminated using proportions. According to the attainment 
objectives, the ground water anains the cleanup standard if the 
proportion of the ground water samples with contaminant 
concenmtions greater than the cleanup standard is less than Po, i.e., 
the ground water is clean if PQo. 

The value of P under the altcmaave hypothesis for which a specified 
false negative ratc is to be controllai 

The desired false positive rate for the statistical test The false positive 
rate for the statistical procedure is the probability that the ground water 
will be dcclarcd to be clean when it is actually contaminated 

The false negative rate for the statistical procedure is the probability 
that the ground water will be declared to be contaminated when it is 
actually clean (see Section 2.3.4 and Table 2.1 for further 
discussion). 

In calculating proportions, the coded value of Xi. If the concentration 
in -le i is ~CSS than the Cleanup s t a d a d  ( X i d s ) ,  then y i 4 .  If the 
concentration in the sample is greater than or qual  to the cleanup 
standard (Xi 2 Cs), then yi = 1. 

cartaminant concQLaalions greater than the cleanup standard. 

In the discussion of regression, the independent variable, often the 
contaminant meaSurcmcnt for the ith ground water sample, sometimes 
thcmcasurcmcntaftcrauansforrnation. 

The "me" but unknown mean concentration across the sample area, 
thepopulation mcan. 

- . _ _ _ _  
The value ofp under the alternative hypothesis for which a specified 
false negative rate is to be controlled QL~QL). 
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5 .1  Caltulating the Mean, Variance, and Standard Deviation of the 
Data 

The basic equation presented in Box 5.1 for calculating the mean and 
v+ce (or standard deviation) for a sample of data can be found in any introductory 
statistics text (e.g., SOW and ROW, 1981 or Neta, Wasscrman, and Whitmcn’c, 1982). 

Box 5.1 
Calculating Sample Mean, Variance, and Standard Deviation 

Designate the individual data values from a ,sample of N observations as xlr 
x2, ..., xw The sample mean (or arithmetic average) of these obsavations, 
indicated by %* is given by 

~ h c  equation for the sample variance, s2, is 

N-- 1 
s2 = 

N 

i-1 
c x i 2  fl 

N -  1 

The comsponding equation for the standard deviation of the data is 

S =  d- 
N- 1 (5.3) 

Both the variance and standard deviation have N-1 &pees of freedom. 

The mean and standard deviation are descriptive statistics that provide 
infoxmation about cmain properties of the data set. The mean is a measure of the 
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concentdon around which the individual measurements cluster (the location central, 
mdency). The standard deviation (or equivalently, the variance) provides a measure of the 
extent to which sample data vary about their mean. 

Note that samples with missing data should be excluded from these 
calculations, in which case N equals the number of samples with 
observations. If more than five percent of the data have missing values, consult a 
statistician. 

. .  

The term, "Degrees of Freedom," denoted by Df, can be thought of as a 
measure of the mount  of infamation used to estimate the variance (or standard deviation) 
and thus reflects the precision of the estimate. For example, the variance and standard 
deviation calculated fran formulas (5.2) and (5.3, nspeCtively, are based on "N-1 degrees 
of freedom." For other estimates of variance (e+, see Section 5.2.2 or 5.2.4). the 
associated d e p s  of frcedom may be differtnt The degrees of freedom is used in 
calculating confidence intervals and performing hypothesis tests. 

5.2 Calculating the Standard Error of the Mean 

The standard errof of the mean (denoted by SI) provides a measure of the 
precision of the mean concentration obtained from ground-water samples that have been 
collected over a period of timc. The standard cnur of a statistic (e.g., a mean) reflects the 
degrec to which that statistic will vary from OM randacnly selected set of samples to another 
(each of the same Size). Small values of indicate that the mean is relatively precise, 
whmas  largcvalutsindicatcthat thcmcan isrelativcly impncisC. 

A number of different formulas rn available for calculating the standard 
. mor of the mean. The appropriate formula to use depends on the behavior of contaminant 

measracmnts over timc and the sampling design used for sample collection. Four 
methods of calculating the standard e m r  and the conditions under which hey arc 
applicable arc discussed below. Care should be taken in each case to insure that an 
appropriate estimation fomula for the standard mor is choscn. Appropriate formulas 
should be decided on a site-by-site basis. 
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General rules for the selection of the formula for calculating the standard 
erroT of thc Man include: 

e If the ground water samples are collected using a randam sample, 

If the pound warn samples arc collected using a- sample: 

Use the formulas in Section 5.2.4 and Box 5.6 unless t h a  

the data are not signxicant 

usc the formulas in section 5.2.1 and Box S.2. 

e 

e 

are no obvious seasonal panans or the saial correlations in 

e Use the formulas in Section 5.22 and Box 5.3 if there are 
obviously no seasonal patterns in the dam however the data 
might be camlami. 

Use the formulas in'section 5.23 and Box 5.4 if there arc e 

scasond patterns in the data and serial comlations in the 
residuals ~IE not signxicant 

Use'the formulas in Section 52.1 and Box 5.2 if there are 
obviously no seasonal patterns in the data and serial 
amelations in the data are not signifnnt 

e 

e If there arc trends in the data consider using regression 
methods (Chapter 6). If regression methods arc not used 
and the trends are small relative to the variation of the data, 
the methods using differences (Sections 5.2.2 and 5.2.4) arc 
prcfand over the other methods. 

Sections 5.3 and 5.6 discusses procedures for estimating the serial 
corrrlation and statistical tests far ktamining if it is signii?cant 

5.2.1 Treating the Systematic Observations as a Random Sample 

The simplest method of estimating the standard error is to treat the 
systematic sample as a simple random sample (see Section 4.1). In this we, the standard 
error of the mean (denoted by SI) is given by the equations in Box S.2 Formula (5.4) wil l  

provide a reasonably good estimate of the standard cirof if the contamination is distributed 
randomly with respect to time. The formula may ovastate tbc standard error if there arc 
trends in contaminadon ova time, seasonal pancrns orifthc data an serially comlatai 
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Box 5.2 
calculating the Standard Error Treating the Sample 

as a Simple Random Sample 

S 
s x =  (5.4) 

w h a t  s is the standard deviation of the data as computed from equation 
(5.3) and N is the number of non-missing observations. Equation (5.4) is 
equivalent to 

The degrees of fi#dom for this estimate of the StandaTd umr is N-1. 

5.2.2 Estimates From Differences Between Adjacent Observations 

Another method in common use is based on overlapping pairs of 
consecutive obsavations. That is, observation 1 is paired with observation 2,2 with 3.3 
with 4. and so on. This method often gives a mort acc~pate estimate of the standard em>r 
if the serial corrclation between successive observations is high. The computational 
formula for this estimate of the standard error is given in Box 5.3 (c.g., see KiStr, 1965, 
page 119 or Wolter, 1985, page 251). 

If the data arc independent, that is if the samples arc collected using a 
- __ - random - _ _  - sample - - - or - if - the - - data - have __ - no scasonal - _ _  panems - or - serial - _ _  - correlations, __ _ _ _ _  the stanm- - ~- - -  

e m r  calculated. using equation (5.6) will be less precise than that using equation (5.4). 
Since most statistics text books assume that the data an independent, these text books 
present only equation (5.4) for estimating the standard er ro~  of the man. However, when 
using a systematic sample, the data are rarely independent When the data are not 
independent, equation (5.4) may over estimate the standard erro~ of the short tam mean. 
On the other hand, equation (5.6) is prcferrtd because it provides a less biased estimate of 
the standard-error of the short-term mean. * Calculation of the standard error using the 
differences between adjacent obsavations, equation (5.6), is not appropriate for estimating 
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the standard enor of a long-term mean. Because systcmaac samples and short term means 
(i.e., the mean of the limited population k i n g  sampled) are often of interest in survey 
sampling, quation (5.6) is axm commonly used in the analysis of sample surveys. 

Box 5.3 
Calculating the Standard Error Using Estimates Between Adjacent 

obsavations 

The number of degrees of W o r n  for the standard enur given by (5.6) is 
appmximately 3' as suggested by DuMouchel, Govindarajulu and 
Rothman (1973). When using this farmula, round the approximate degms 
of freedom down to the next smallest integer. 

2N 

We suggest that this method of successive differences using overlapping 
pairs be used to estimate the standard errw of the mean unless there arc obvious seasonal 
pa- in the data, or seasonal partems are expected. If thm are seasonal patterns or 
trends in the data, equation (5.6) will md to 0veFtStimate the standard mor. If the sample 
data reflect seasonal variation, the method for computing the standard enor discussed in the 
next &on should be employed. 

5.2.3 Calculating the Standard Error After Correcting for Seasonal 
Effects , 

The formulas given in the p e d i n g  sections for calculating the standard 
crrot arc ppf approPriate for data exhibiting seasonal variability. Seasonal variability is 
generally indicated by a regular p a m  that is repeated every year. Far example, 
Figure 5.2 shows 16 chemical observations taken at quarterly intervals. Notice that 
beginning with the fint observation, then is a fairly obvious seasonal pattan in the data. 
That is, within each year* the fim quarter observation tends to have the largest value, while 

5-10 



the third quarter observation tends to have the smallest value. Ova the year, the general 
pattern is for the concentration to s t a n  at a high value, decrease in the second quarter, 
decrtase again in the third quaxtcr, and then incmsc in the fourth quaner. 

Figure 5.2 Example of dam from a monitoring well exhibiting a scasonal pattan 

*l 1 

5-1 1 

When the data exhibit ngular seasonal pattenrs, the seasonal means should 
be calculated separately and then used to "adjust" the sample data. Specifically, let x,k 
denote the ~ b s a ~ e d  concentration for thc ground water sample taken from the j* time point 
in year k. Let n be the number of "seasons" in a seasonal cycle. Note that if data are 
collected every month, then we have n = 12 and j = 1,2, ..., 12. However, if data are 
collected quarterly, then we have n = 4 and j = 1, 2,3,4. In general, let j = 1,2, ..., n; 
and k = 1, 2, ..., mj, where m. is the number of non-missing observations that are 
avairabre for Season j. ~ o t e  that 9 will qual m (the number ofyuL13) for a~ j (ie., fOr aU 
seasons) unless somc data missing. Even if the scasonal effects arc relativelysmall, it 
isr#.xmrmcndedthatthe seasonal means be subaactedfromthc sampledata The presence 
of "significant" seasonal patterns can be formally tested by mcans of analysis of variance 
(ANOVA) techniques A statistician should be consulted for mon infomation about these 

4 _ -  - J -  - -  _ _  
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The equations for the j* seasonal average, the average of the mj (non- 
missing) sample observations for Season j, and the sample residual after Comcting for the 
seasonal mtaw arc given in Box 5.4. Additional discussion of methods for adjusting for 

Facilities (EPA, 1989b). 

. .  
seasonality can be found in 1 

Box 5.4 
Calculating Seasonal Averages and Sample Residuals 

The jth seasonal average is: 

whae mj is the number of non-missing obsavations available for se8soc1 j. 

The sample afta comcting for the seasonal means is defined by 

ejk=x*- xj (5.8) , 

By subtracring the escirxiaccd seasonal means from the measurements, the 
resulting value& e* (or residuals), will all have an expected mcan of tcro and the variation 
of the e 3  about the value zero reflects the B e n d  variation of the observations. Using the 
residuals calculated from farmula (5.8), the standard erro~ of the rncan can be calculated 
from the equations in Box 5.5 (e.g., see Neter, Wassaman, and Kutner, 1985, pages 573 
and 539). The term s: is refared to as the mean square error and is standard output in 

many statistical computer packages (e.g., see Appendix E for details on using SAS to 
calculate the devant statistics). 
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Box 5.5 
Calculating the Standard Error Afta Removing Seasonal Averages 

The standard error based on the nsiduals resulting from removing the 
seasod averages is: 

where 

The degrees of freedom associated with the standard erro~ is Df = N-n. 

Notc that equation (5.9) can also be &tun as: 

(5.1 1) 

W h e n  

(5.12) 

The estimate of s,' above is the same as the mean squan emrr when using 
one-way analysis of variance. . 

(5.9) 

(5.10) 

5.2.4 Calculating the Standard Error After Correcting for Serial 
Correlation 

- -  - 

If the said conelation of the seasonally adjusted nsiduals is signifiscant (set 
Section 5.6). the following formula in Box 5.6 should be used to compute the standard 
trnnOfthemean,Sp 

. 

5-13 



.CHAPTER 5 :  DESCRIPTNE STATISTICS 

Box 5.6 
Calculating the SEandard Errw After Removing Seasonal Avaages 

The standard error based on the residuals resulting from removing the 
seasonal averages is: 

(5.13) 

The degrees of frcedorn associated with the standard error given by formula 
~(5.13) is approximately M = 2(N-a). when using this formula, round the 
approximate degrcss of freedom down to the next smallest integer. This 
equation results from applying quaoion 5.6 to the residuals from equation 
5.8. 

5.3 Calculating Lag 1 Serial Correlation 

The serial cantlation (ur autoconelation) mcasu~cs the comelation of obscr- 
vations separated in time. Consider the situation where the pound water concentrations arc 
distributed around an average concentration, with no long-term trend or seasonal patterns. 
The ground water measurements will fluctuate around the due to historic fluctuations 
in the contamination events and the ground water flows and levels. Even though the 
mcasmmcnts fluctuate around the mean in what may appear to be a randm panem, the 
measurements in ground water samples taken close in time (such as on successive days) 
will typically be m a  similar than measurements taken far apart in time (such as a year 
apart). T h n c f a  measurements taken close together in time are m a  highly correlated 
than measurements taken far apart in time. The extent to which successive measurements 
arc correlated if measured by the serial amlation. The presence of significant serial cone- 
lation affects the standard enor of the meah 

If serial correlation is present in the data, statistical methods must be 
selected which will provide comct results when applied to correlated data Some of the 
statistical procedures described in Chapters 5, through 9 require the calculation of the saial 
comelation. In general, serial correlations need not be based on observations which 
immediately follow one another in time squence ("lag 1" serial correlations). Serial 
comlations may be defined that are 2 time periods, 3 time periods, etc.. apan These arc 

5-14 



CHAPTER 5 :  DES- STATISTICS 

n f d  to as "lag 2". "lag 3". or in general, "lag k serial correlations. Serial comlations 
discussed more fully in Gilbert (1987), page 38 or Box and Jenkins (1976), page 26. 

my "lag 1" serial amelations will be consideredin thisdocumcnt 

0 0 ' I  3 1 0 

To calculate the serial cmlation, first compute the seasonally adjusted 
residuals. ejk, using the procedure described in Section 5.2.3. Order the ejk's 
chronologically and denote the ith timeordered residual by ei. The serial correlation 
between the residuals can then be computed as shown in Box 5.7 (see Nctcr, Wasserman, 
and Kumcr, 1985, page 456). 

Box 5.7 
Calculating the Serial Camlation from the Residuals Afvr Removing 

StasonalAvcrages 

Thc sample estimate of the saial comlation of the residuals is: 

N 

A i=2 
Z ciei-1 

e& = 

i= 1 

(5.14) 

Where ei, i = 1,Z .",N are the residuals aft= removing seasonal averages, 
in the timc order in which the samples wue collected. 

The serial cornlation between successive observations, computed from 
formula (5.14). depends on the time interval between collection of ground-water samples. 
For example, for quancrly data, & represents the cornlation between mcasurcmcnts that . 
are taken thrce months apart. while, for monthly data, represents the cornlation 
between mcasrrrrments that are taken one month apart Carrelations between observations 
taken at diffaent intervals will generally be different. For estimating sample sizes (Section 
5.10) it wil l  be convenient to work with the monthly serial correlation, i.e., the camlation 
be- obmations that arc one month apart. If the data arc not collected at monthly 
i n t e w a  tix formula in BOX 5.8 can be used to c t m v c r t ~ ~  to a monthly said carclation 
f (scc Box and Jenkins, 1970, for mom details). Equation (5.15) estimates the monthly 
corrclarion from a cornlation based on observations separated by t months. For example, 
for a sample cornlation calculated from quancrly data, t = 3. Equation (5.15) is based on 
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assumptions about the factors which affect the corrclations in the measurements. These 
assumptions become mom important as the frequency at which the observations arc 
collected differs from monthly (see Box and Jenkins, 1970, page 57 and Appendix D). 

Box 5.8 
Estimating the Serial Correlation Bawun Monthly Observations 

The estimated serial cornlation between monthly observations based on a 
sample estimate of the scrial comlation bctwecn obsavations separated by t 

8 =  (&y. (5.15) 

* months is: 
1 

With data from multiple wells, the e ~ m a t e s  of serial cmlaaons can be 
combined across wells to provide a better estimate when the following conditions an: met 

e Tile Contaminant concenuation levels in the wells ale similar 

e The wells arc sampltd at the samc frcqualcy, 

The wells arc sampled far roughly the same period of timc; and 

The wells ale p g r a p h i d y  close 

e 

0 

Under these conditions. the combined estimate of serial correlation is calculated by 
avmging the estimates caI&tcd for each well. 

5 .4  Statistical Inferences: What can be Concluded from Sample 
Data 

The two sections of this chapter dealt with the computation of several 
types of measur# that can k used 00 characterize the sample data, means, standard erron, 
and serial correlation coefficients. In addition to characterizing or describing one's data 
with summary statistics, it is often desirable to draw conclusions fnnn the data, such as an 
answer to the question: Is the mean concenmion less than the cleanup standard? 
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A general approach to drawing conclusions from the data, also r c f d  to as 

making infercnces from the data, uses a standard s u u c ~ f t  and process for making such 
decisions n f d  to as “hypothesis testing” in statistical literature. It can be outlined as 
follows. 

1. Make an assumption about the concentrations which you would like to 
disprove (e.g., the average population measure of a contaminant is greater 
than the cleanup standard of 2.0 ppm). This cleanup standard represents 
your initial or null hypothesis about the cllmnt situation. 

Collect a sct of data, representing a random sample from the population of 
intaest. 

2. 

3. 

4. 

Construct a statistic from the sample data. Assuming that the null 
hypothesis is me, calculate the expected distribution of the statistic. 

If the value of the statistics is consistent with the null hypothesis, conclude 
that the null hypothesis provides an acceptable description of the present 
situation. 

If the value of the statistic is highly unlikely given the assumed null 
hypothesis, conclude that the null hypothesis is incorrtct. 

5. 

Of course, sample data may occasionally provide an estimate that is 
somewhat different from the m e  value of the population parameters being estimated. For 
example, the average value of the sample data could be, by chance, much higher than that 
of the full population. If the sample you happened to collect was substantially different 
from the population, you might draw the wrong conclusion. Specifically, you might 
conclude that the value assumed in the null hypothesis had changed when it really had not. 
This false conclusion would have been arrived at simply by chance, by the luck of 
randomly selecting a particular set of observations or data values. The probability of 
incorrectly rejecting the null hypothesis by chance can be controled in the hypothesis test 

- - - - - - - - - - - ~ - If the chance of obtaining-a value of a-test statistic beyond a specified limit __  

is, say, 5% if the null hypothesis is me, then if the sample value is beyond this limit you 
have substantial evidence that the null hypothesis is not me. Of course, 5% of the time 
when the null hypothesis is m e  a test statistic value will be beyond that specified limit. 
This probability of incorrectly rejecting the null hypothesis is generally denoted by the 
symbol a (alpha) in statistical litcram. The person(s) making the decision specify the risk 
of making this type of error (often ref& to as a Type I emrain statistical litcramre) prior 
to analyzing the data. If one wishes to be conscwative, one might choose a=.Ol,  allowing 
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up to a one percent chance of incorrectly rejecting the null hypothesis. With less concern 
about this type of m r ,  one might choose e . 1 .  A common choice is a=.OS. 

Many of the test procedures presented below use confidence intervals. A 
confidence interval shows the range of values for the parameter of interest for which the 
test statistics discussed above would not result in the rejection of the null hypothesis. 

5.5 The Construction and Interpretation of Confidence Intervals 
about Means 

A confidence interval is a range 0f.values which wil l  include the population 
parameter, such as the population mean, with a known probability or confidence. The 
confidence intaval indicates how closely the mean of a sample drawn from a population 
approximates the m e  mcan of the population. Any level of confidence can be specified for 
a confidence intmal. Far example, a 95 perccnt confidence interval constructed fnxn 
sample data will cover the m e  mean 95 percent of the time. In general, a lOo(1-a) pcrcent 
confidence interval will cover the true mean lOO(1-a) percent of the time. As indicated 
above the value of a, the probability of a Type I mor, must be decided upon and is usually 
chosen to be small; e.&, 0.10,0.05, or 0.01. The gencral form of a confidence interval 
for the mean is shown in Box 5.9. 

Box 5.9 
G n d  consauCa 'on 0fTwc~sided Confidence Intervals 

A -&ad conMena inmval for a mean is generally of the form: 

% -  t*S% to %+t*SR (5.16) 

In equation (5.16) the product t*sg represents the distance (in t e r n  of 
sample standard arors) 011 either side of the sample average that is lilrcly to include the m e  
population mean. One determines t from a table of the tdisuibution giving the probability 
that the ratio of (a) the difference between the true mean and the sample mean to (b) the 
sample standard e m  of the mcan exceeds a certain value. To determine t, you actually 
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need to determine two parameters: a, the probability of a Type I error, and Df, the number 
of degrccs of freedom associated with the standard error. n u s ,  t is usually expressed as 
ti-<sr>r and the a P m E  Value Of tl-crr>t c8n be found from a table of the critical values 
of the t distribution using the row and column assaxad ' withthevaluesof 1-aandM(see 
Appendix A). 

Given below arc the formulas far OM- and tM)-Jidcd confidence limits for a 
population mean (Boxes 5.10 and 5.11). Hac,  the population (or "true") mean is the 
conceptual average contamination over all possible ground-watcr samples taken during the 
specified time period. The one-sided confidence interval (establishing an acceptable limit 
on the range of possible values for the population mean on only one si& of the sample 
mean) can be used to test whether the ground watk in the well f o r m  

is significantly less than the cleanup standard. The wesided version of the 
confidence interval can be used to characterize the ground-waur contamination levels 
during the period of sampling. 

I 

I I 
Box 5.10 

Gcncral Construction of One-sided Confidence I n ~ a l s  

I I The uppa one-sided confidence limit for the mean is given b y  

(5.17) 

Box 5.1 1 
Construction of T-sided Confidence Inmals 

The comsponding twtxided confidence limits a given by: 

In equations (5.17) to (5.19). 1-a is the confidence level associated with the 
interval, X is the computed mean. level of contamination; s, is the camsponding standard 
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error computed from the appropriate formula in Section 5.2, and Df is the number of 
degrees of freedom associated With sl. The degrees of fnedom @f) associated With the 

standard error depend on the particular formula used. Table 5 2  summarizes the various 
standaxd formulas, their comsponding degrees of freedom, and the conditions under 
which they should be used. The appropriate value of tl-a,Df C a n  be obtained from 
Appendix Table A.1. Note that far twesided intavals, the t-value used is tlsRSfrathcr 
than tl-a.Df- This reflects a willingness to rake the risk of making a Type 1 m r  for 
values at both exuemcs of the distribution instead of just one (using equation 5.17, one 
cannot d e  a Type I aror at the lower extreme because one's decision about the status 
quo never changes far exucmc low values). The range of values to wa determines 
loo( 1-a) percent lower and upper confidence limits for the tmc (short-term) average 
concentration levels during the sampling paid ' . 

Table 5.2 Alternative formulas for the standafd aror of the mean 

Fonnula Df When formula should be 
Used 

S 1: sx = - m 
N- 1 

2N 
-T 

N-n 

Data exhibit no seasonal 
panernsandnoserial 
correlation (Section 5.2.1) 

Dam exhibit no seasonal 
pattans, but may be scrially 
correlated (Section 5.2.2) 

Data exhibit a sursonal 
panern, but no serial 
correlation (Section 5.2.3) 

Seasonall y-adjusted 
rtsiduals exhibit ScIiaI 
correlation (Section 52.4) 

The uppa one-sided confidence limit b, defined in equation (5.17) can be 
used to test whetha the average contaminant levels far ground-water samples collected 
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over a specified period of time is less than the cleanup standard, Cs (see Box 5.12). 

be us& to 4 Procedures for assessing 
anainmcnt arc given in Chapters 8 and 9. 

Box 5.12 
Canparing the Short Term Mean to the Cleanup Siandard Using 

corrMcnccIntavals 

the decision rule to be used to decide whether or not 
the ground w a t ~  is less than the cleanup standard is the following: 

If wo < Cs, conclude that the *- ar~a ground-water contaminant 
concentration is less than the cleanup standard (Le., p < Cs). 

If wCr 2 Cs, conclude that the m-t- ground-water contaminant 
concentration cxcccds the cleanup standard (Le., p 2 Cs) 

c 

5.6 Procedures for Testing for Significant Serial Correlation 

Different statistical methods may be required if the data have significant 
serial corrclations. The serial camlation can be estimated using the procedures in Box 5.7. 
The Min-Watson  rest and the appro- large sample test in Sections 5.6.1 and 5.6.2 
can be used to test if the &saved serial correlation, ah, is significantly different from 
zero. 

5.6.1 Durbin-Watson Test 

The discussion here on determining the existence of saial comlation in the 
data assumes the knowledge of confidence intavals and hypothesis testing. Sections 5.4 
and 2.3.4 pmvide a discussion of thcsc concepts, if the reader would like to review them. 

- - - 

If t h a  is no said camlation between observations, the expected value of 
$& wil l  be close to oao. However, the caiculated value of & is unlikely to be zero even 
if the actual serial correlation is zero. The Durbin-Watson statistic can be used to test 
whctha the observed value of & is signifiitly diffumt from zero. To perform the test 
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(e.g., see Netcr, Wasscnnan, and K u m a ,  1985, page 450), compute the statistic D shown 
in Box 5.14. 

Box 5.13 
Example: Calculation of Confidence Intervals 

Suppose that 47 monthly ground-water samples w m  collected over a 
period of slightly less than 4 years. The mcasunmcnts for three of the 
samples wen below the detection limit and were replaced in the analysis by 
the detection limit Based on these data, the oveall mean is .33. Since the . data did not exhibit any scasonal PatCCInS but was thought to be serially 
correlated, equation (5.6) was used to corn utc the standard e m  of the 

standard amr is 2N/3 = 2(47)/3 = 31. Hence. for a wwsided 99 percent 
confidence intmal, a = 0.01 and tem3r = 275 from Appendix Table A.l. 

mean; Le., si - .lo25 The degrees of Ke edom associated with the 

Therequiredconfidenceintavalforthemean goesfmm X - t l - = ~  Df s, to 
% + tl-aaf s, i.e., from l.33 -2.75(.1025)] to [.33 + 2.75(.1625)] or 
fram.048 to ,612ppm. 

For a one-sided 99 percent confidence interval, a = 0.01 and t.0131= 2.457 
from Appendix Table A.l. The comsponding one-sided confidence 
inttrval goes frwn ZCIO 00 

Wa = R+ (1- .r, - .33 + 2.457(.1025) = 5 8  ppm. 

Since the cleanup standard is Cs - 0 5  ppm, it is concluded that far the 
period of observation, there is insufficient evidence to conclude with 
confidence that the true mean ground-watcr concenaation is less than the 
cleanup standard ?his is the casc wen though the sample mean happens to 
be less than the cleanup standard. There is enough variability in the data 
that a true mean gmuer than 0.5 ppm cannot be ruled out 

Box 5.14 
Calmhion of the Durbin-Watson Statistic 

N 

1=2 
Z (Ci-ei.1)' 

(5.20) D =  N z e; 
i=l 
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. - -  

If D < dU, where d" is the upper "critical" value fo; the test given in 
Appendix Table A-6 of the book by Neter, Wasserman, and Kutna, 1985 (pages 1086- 
1087), conclude that then is a significant serial cornlation. If D 2 dU, conclude that there 
is no scrial cmlationl. The Durbin-Watson statistic D is standard output in many 
rcgxcssion packages. 

5.6.2 An Approximate Largesample Test 

If N > 50, the following approxkme test can be used in place of the 
Durbin-Watson test (e.g., sce Abraham and Ledolter, 1983, page 63). 

Box 5.15 
Large Sample confidence Inmal for the Suial  Conclarion 

Compute the lower and upper limits, and h, defined by 

(5.21) 

and 

If the intcrval from 0~ to 
is significant otherwise, conclude that the serial conelation is not significant 

does p ~ f  contain the value 0, conclude that the serial correlation 

5.7 Procedures for Testing the Assumption of Normality 

Many of the procedures discussed in this manual assume that the sampling 
and measurement error follow a normal distribution. In particular, the assumption of 
normality is critical for the method of tolerance intervals described later in Section 5.8. 

1  be decision ruie a d  hue is somewhat diffaent from the usud I)rabin-Wamn test described in most 
text books. For h e  ppplicatiw given in this manual, the rsfommarded d e i s h  rule results in deciding 

to use depends 011 Nand "pl'. w h a t  p is Ihe number of parameters in the fitled model. See section 
4 2 3  fa an example 

that ruu#xrmbtim C X ~  Unless lhae iS S W g  eviknCe to the con-. Also, the par\ifular value Of dU 
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Thus, it will be important to ascertain whether the assumption of normality holds. Some 
methods f a  checking the normality assumption arc discussed below. 

S.7.1 Formal Tests for Normality 

The statistical tests used for evaluating whether or not the data follow a 
sptcified distribution arc called "goodnessof-fit tcso."2 The computational procedures 
necessary for perfonning the goodncssof-fit tests that work best with the normal 
distribution arc beyond the scope of this guidance document Instead, the user of this 
document should use one of the statistical packages that implements a goodness-of-fit test. 

SAS (the Statistical Analysis System) is me such k h t i c a l  package. A good reference for 
these tests is the book on nonparametric Staristics by Conova (1980). Chapter 6. There an 
many different tests for evaluating normality (e.g. DAgostino, 1970; Filliben, 1975; 
Mage, 1982; and Shapiro and Wilk, 1985). If a choice is available, the Shapiro-Wilk or 
the Koimogorov-Smimov test with the Lilliefm critical values is rccommnded 

5.7.2 Normal Probability Plots 

A relatively simple way of checbg the normality of the data or residuals 
(such as those obtained from Box 5.4) is to plot the data or residuals bv a 
against their expected values ~ n d a  normality. neir i h  expected value will be called EV,. 
Such a plot is iferred to as a "normal prrobability plot" 

If thcn arc no scasonal effccts, the residual q, is simply defined to be the 
difference between the observed value and the sample mean, i.c, 

ei = xi - 2. (5.23) 

If seasonal variability is present, the residuals should be calculated from furmula (5.8). In 
either case, the ith ordered residual, e ~ ) ,  for i = 1 , 2  ..., N, is ddined to be the ith smallest 
value of the ejs (that is, c(1) S eo) 5 ... S qi) S ... 5 , and its expected value is given 
approximately by (SAS 1985): 

I.. 

lhese should not k confwd with tcsu far assessing ?he fit of axe- model which arc discussed 
laterinChapKZ5. 

5-24 



CHAPTER 5 :  DESCRIPTWE STATETICS 

(5.24) 

w h m  q,, is the standard deviation of the residuals and z(.) is given by formula 
(5.25) below. If formula (5.23) applies -i.e., no seasonal efftcts arc in evidence- and is 
used to compute the residuals, then s, = s, where s is given by formula (5.3). If formula 
(5.8) applies-requiring an adjustment for seasonal effects-and is used to compute the 
residuals, then s, = q, where sf is given by formula (5.12). The function z(a) is defined 

to be the upper lOOa percentage point of the standard normal distribution and is 
approximated by (Joiner and Rosenblan 1975): 

z(a) = 4.91[aOJ4 - (l-a)0.141 (5.25) 

Under normality, the plot of the ordered residuals, e ~ ) .  against EVi should 
fall approximately along a straight line. An example of the usc of normal probability plots 
is given in Section 6 X  For more rigorous statistical procedures for testing normality, use 
the "goodness-of-fit" tests mentioned in Figure 6.17. 

S.8 Procedures for Testing Percentiles Using Tolerance Intervals 

This section describes a statistical technique for estimating and evaluating 
percentiles of a concentration distribution. The technique is based on tolerance intervals 
and is not recommended if thcrc arc seasonal or other systematic patterns in the data. 
Moreover, this procedure is relatively sensitive to'the assumption that the data (or 
transformed data) follow a noxmal disuibution. If it is suspected that a n o n d  distribution 
does not adequately approximate the distribution of the data (even after transformation), 
tolerance intavals should not bc used Instead, the proccdurc described later in Section 5.9 
should be used. 

5.8.1 Calculating a Tolerance Interval 

The Qth paccntile of a distribution of concentration measurements is that 
concentration value, say XQ, for which Q percent of the concentration measurements arc 
less than XQ and (100.4) percent of the measurements are greater than XQ. For example, 
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if the value 3.2 rrpresents the 23th pefienale for a give population of data. 25% of the data 
fall below the value 3.2 and 75% arc above i t  Since the data represent a sample (rather 
than the population) of concendon values, it is not possible to determine the exact value 
of + fIom the sample data. However, with n d y  dismbuted data, a lOO(1-a) pcrcent 
confidence intend around thedesiredpaccntilecan beeasilycunputai. 

Let xl, x2, ..., XN denote N concentration meaSutcmcntS collected during a 
specified period of h e .  As explained in Section 23.7, values that are rcandcd as below 
the detection limit should be assigned the minimum detectable value @L). The sample 
mean, z(, and the sample standard deviation, s, should initially be computed using the basic 
formulas given in Section 5.1. 
. .  

Given Q and a, the upper lOO(1-a) one-sided confidence limit for the true 
percentile, + is given by: 

where k is a constant that depends on n, a, and Po = (lWQ)/lOO. The appropnate'valu6 
of k can be obtained from Appendix Table A.3. For values not shown in the table, see 
Gunman (1970). 

5.8.2 Inference: 
Cleanup Standard 

Deciding if the True Percentile is Less than the 

The upper confidcnce intmal as computed from equation (5.26) can be 
used to test whether the uuc (unknown) percentile, + for a specified sampling period 
is less than a value, Cs The decision rule to be used to test whetha the true percentile is 
below cs is: 

If & < Cs, conclude that the @ perccntile of ground-water contaminant 
concentrations is less than the Cs (i.e., % c Cs). 

If & 2 Cs, conclude that the @ per#ntile of ground wakr contaminant 
concenaations is mless  than Csand may be much greater than Cs. 

' r, , 

5-26 



. 

0073110 CHAPTER 5 :  DESCRWIWE STATISTICS 

Box 5.16 
Tolaance Intervals: Testing for the 95th Pacentile with Lognormal Dam 

Data for 20 ground-watcr samples w m  obtained to determine if the 95th 
percentile of the contaminant concentrations observed for a two-year period 
was below the cleanup standard of 100 ppm. A false positive rate of one 
percent (a = 0.01) was specified for the tes t  The data appeared to follow a 
lognormal distribution. Therefore, the logarithms of the data (the 
aansformed data) w m  assumed to have a normal distribution and werc 
analyzed. In the following discussion, x refas to the original data and y 
refers to the transformed data Because the log of the data was used, the 
uppa confidence intcrval on the 95th pacentile of the data was compared to 
the log of the cleanup standard @n(100W.6051. 

For the transformed data, the sample wan (the average of the logarithms) 
is: 

72.372 ' 7 = T =  3.619 

The standard deviation of the transformed observations, s, as calculated 
from equation (5.3) is 0.715. 

For N = 20, a = .01 and Po = 5 8 ,  k = 2.808 (from Appendix Table A.3). 
Finally, & can be calculated using equation (5.26): 

995 = 3.619 + 2.808(.715) = 5.627 

Since 5.627 is greater than 4.605 (the cleanup standard in log .units), it is 
concluded that the 99h true percentile may be p t a  than CS. 

5.9  Procedures for Testing Proportions 

An alternative statistical procedure for testing percentiles is based on the 
proportion of water samples that have contaminant levels exceeding a specifred value. As 
WaS-thccasFfor t lk-nd~od of S&on-5.8, his meth-od is-not -sommGdtd i f ther -k-  
s e a s o d  paftans in the data If scasonal variability is present, consult a statistician. a 

__  - - _ _  - __  - -  

To apply this test, each sample ground-wata MaSunmcnt should be coded 
as either equal to or above the cleanup standard, Cs, (coded as " 1 ") or below Cs (coded as 
"0"). The statistical analysis is based on the resulting coded data set of 0's and 1's. This 

5-27 



CHAFER 5: DESCRFITVE STATISTICS 

test can be applied to any concenaation distribution (unlike the method of tolerance 
i n d s  which applies only to nomrally distxibutcd data) and requirts only that the cleanup 
standard be gmtcr than the detcction limit 

Let xl, x2, ..., XN denote N concentration measurements col l~ ted  during a 
define a coded value 

is p t e r  than the cleanup standard and yi = 0, oth&. The proportion of 
specified period of timc. Camsponding to each measurement 
Yi = 1 if 
samples, p, above the cleanup standard can k calculated using the following equations: 

r p.:-=- N N  
C Yi  

i- 1 

(5.27) 

(5.28) 

Assuming that the observations arc independent, the standard m r  of the 
proportion, sp, is given by: 

(5.29) 

Formula (5.29) will tend to over estimate the variance i the data have a signscant serial 
correlation. If the data have significant serial correlations, we can use farmula (5.6) with 
the x's replaced by the y's. Note that formulas (5.29) and (5.6) should only be used if N 
is large; i.e.,,if N 2 IOIp and N2 lO/(l-p). 

5.9.1 Calculating Confidence Intervals for Proportions 

For sufficiently large sample sizes (Le.* N 2 lO/p and N2 lO/(l-p), i.e. at 
least 10 samples with mc~surtm~~u above the cleanup standard and 10 with measurtments 
below the cleanup starsdard), rn approximate confdence interval may be consmCted using 
the d approximation. If thm is concern about the sample size N being too small 
relative to p, a statistician should be consulted 

5-28 



For large b p l e  sizes, the one-sided l w l - a )  percent upper confidence 
limit is given by: 

pua = P + Z1-a sp (5.30) 

where p is the proportion of ground-water samples that have concenaalions exceeding Cs, 
and zl-a is the appropriate &tical value obtained from the normal dismbution (see 
Appendix Table A.2). 

The coxresponding two-sided loO(1-a) pmxnt  confidence limits arc given 
by: 

and 

(5.31) 

(5.32) 

where z 1 4  is the appropriate critical value obtained fram the normal distribution (set 
Table A.2). The range of values from P- to Pus represents a lOO(1-a) percent 
confidence inttrval for the corresponding ppulation Pmporrion. 

5.9.2 Inference: Deciding Whether the Observed Proportion Meets 
the Cleanup Standard 

The upper confidence limit as computed from equation (5.30) can be used to 
test whether the true (unknown) proponion, P, is less than a specifred standard, Po The 
decision rule to be used 00 test whether the me ppcxtion is below Po is: 

If PUa < Po* conclude that the proportion of ground-water samples with 
contaminant concentrations exceeding Cs is less than Pe 

If PUa 2 PO, conclude that the proportion of ground-water samples with 
contaminant concentrations exceeding Cs may be greater than or 

- -  - -  - 

equal toPCP 
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Box 5.17 
Calculation of Confidence Infavals 

For 184 ground-water samples collected during an 8-year period, 1 1 
samples had concentrations gmam than or qual to the cleanup standard. 

The projmnion of contaminated samples is (equation 5.27): 

r 11 
N 184 p =  -=-s.0598 

A one-sided confidence intcrval has an upper limit of (from equations 5.30): 

P + %a Sp* 

Assuming a = 0.05 (Le., 95 percent confidence), Z l , a =  1.645. The 
standard cnur of p determined from farmula (5.29) is sp = 0.0175. 

The confidence interval is thus .oooO to .OS98 + .0288 or .oooO to -0886. 

5.9.3 Nonparametric Confidence Intervals Around a Median 

An aitcmate approach to testing proportions is to test percentiles. For 
example, the following two approaches arc equivalent: (a) tcsting to sec if less than 50% of 
the samples have contamination greater than the cleanup standard and (b) testing to see if 
the median conctnOation is less than the cleanup standard. The method presented in this 
section for testing the median can be extended to testing other percentiles. however, the 
cdculaaons can be cumbersome. If you wish to test pacent& rather than proponions, or 
to test the median using other confidence intervals than are presented hue,  consultation 
with a statistician is recommended. 

If the data do not adequately follow the n d  distribution even after 
uansformation, a nonparameuic confidence intcrVat around the d a n  can be constructed. 
The median concentration equals the mean if the distribution is symmetric (see Section 
2.5). The nonparametric confidence intcrval for the mcdian is generally widcr and requires 
more data than the comsponding confidence interval far the mean based on the nOrmal 
distribution. Thmfort, the normal or log-normal distribution interval should be used 
whenever it is apppriau. 

’ 
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The nonparametric confidence interval for the median requires a minimum 
of seven (7) observations in order to construct a 98 percent two-sided confidence interval, 
or a 99 pacent one-sided confidence interval. Consequently, it is applicable only for the 
pooled concentration of compliance wells at a single point in time or for sampling to 

produce a minimum of seven obsavations at a single well during the sampling paid 

The procedures below for construction of a nonparametric confidence 
inma l  far the median concentration follow (U.S. EPA, 1989b). An example is presented 
in Box 5.19. 

(1) 

(3) 

(4) 

Within each well or group of wells, order the N data from least to 
greatest, denoting the ardmd data by XI. ~ 2 , .  ..xN* when X i  is the 
ith value in the ordered data Tits do not affect the procedw. If 
there arc ties, order the obsmations as before, including all of the 
tied values as separate observations. That is, each of the 
obsavations with a common value is included in the ardcnd list 
(e.g., 1. 2. 2, 2, 3-4. etc.). For ties, use the average of the tied 
ranks. 

Dctmnine the critical values of the order statistics as follows. If the 
minimum Seven observations is used, the critical values arc 1 and 7. 
Otherwise, find the smallest integer, M, such that the cumulative 
binomial distribution with parameters N (the sample size) and p = 
OS is at least 0.99. Table 5.3 gives the values of M and N+l-M 
together with the exact confidence coefficient fur sample sizes from 
4 to 11. For larger samples, use the equation in Box 5.18. 

Once M has been determined, find N+l-M and take as the 
confdence limits the order statistics XM and xN+l-M. (With the 
minimum Seven obsmations. use x l  and x7.) 

Inference: Deciding whether the site meets the cleanup standards. 

After calculating the uppa one-sided nonparametric confidence limit 
XM from (3). use the following rule to decide whether the ground 
water attains the cleanup standard: 

If XM c Cs, conclude the d a n  ground water concentration in the 
wells during the sampling period is less than the cleanup s-. 

. - - - - - - - - - - __ - - - - - - - - - - - __ - - - - - - - 

If XM 2 Cs, conclude the median ground water concentration in the 
wells during the sampling period is not less than the cleanup 
standmi. 
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'Table 5.3 Values of M.and N+l-M and confidcncc coefficimo for small samples 

Twesidcd 
N M N+l-M COnfidcnCe 

4 4 1 81.5% 
5 1 93.8% 

96.9% 
5 

6 1 
98.4% 

6 
7 1 

99.2% 
7 

8 1 
99.6% 

8 
9 ,  9 1 
10 9 2 97.9% 
1 1  10 2 98.8% 

r Box 5.18 
Calculation of M 

(5.33) 

wherc r0.y~ is the 99th percentile from the n d  distribution and equals 
2.33. (From Table A 2  in Appendix A) 
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Table 5.4 Example contamination data used in Box 5.19 to generate nonparamemc 
confidcnct intaval 

well 1 well 2 
Sampling Concentration Concentration 

Jan. 1 
Dae ( P P d  Rank (PPm) Rank 

3.17 
2.32 
7.37 
4.44 

3.52 
12.32 
2.28 
5.30 

5.10 Determining Sample Size for Short-Term Analysis and Other 
Data Collection Issues 

The discussion in Chapter 4 assumes that the number of ground-water 
samples to be anal@ has been previously specified. In general, determination of the 
number of samples to be collected for analysis must be done bcforc collection of the 
samples. The appropriate sample size for a particular application will depend upon the 
desired level of precision, as well as on assumptions about the underlying distribution of 
the measurements. Given below arc some guidelines for determining sample size for. 
estimating means, percentiles and proportions far short tcrm analyses. When assessing 

--whether remediation has indeed been successful; use the-procedures-discussed in chapters 
8 and 9 to dttcrmine the required sample size. Some discussion of various data collection 
issues is also off& hue. 

- 

\ 

. 
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Box 5.19 
Example of Consaucting Nonparametric confidence Intervals 

Table 5.4 contains conccnuations of a contaminant in pam per million from 
two hypothetical wells. The data m assumed to consist of 4 samples taken 
each quarter for a year, so that 16 obsmations arc available from each 
well. The data arc not normally distributed, neither as raw data nor when 
log-uansformed. Thus, the nonparametric confidence intend is used. The 
Cs is 25 ppm. 

The 16 measurements me dd from the least to greatest within 
each well separately. The numbers in parentheses beside each 
concentration in Table 5.4 arc the ranks or d e r  of the observation. 
For example, in Well 1, the smallest observation is 2.32, which has 
rank 1. The second smallest is 3.17, which has rank 2, and so 
forth, with the largest obscivation o€ 21.36 having ranL 16. 

The sample size is large enough so that the approximation (equation 
5.33) is used to find M: 

, M = F +  1 +2.33fl= 13.7 14 

The approximate 95 percent confidence limits are given by the N + 1 
- M observation (16 + 1 - 14 = 3rd) and the Mth largest observation 
(14th). For Well 1, the 3rd observation is 3.39 and the 14th 
observation is 10.25. Thus the confidence limits for Well 1 arc 
(3.99, 10.25). Similarly for Well 2, the 3rd observation and the 
14th observation are found to give the confidence interval (2.20, 
1 1.02). Note that for Well 2 therc were two values below the 
detection. These were assigned a value equal to the detection limit 
and received the two smallest ranks. Had there been three or molt 
values below the detection, thc lower limit of the confidence interval 
would have been the limit of detection because these values would 
have been the smallest values and so would have included the third 
order statistic. 

Neither of the two confidence intervals' upper limit exceeds the 
cleanup standard of 25 ppm. Therefore, the short-term median 
ground water concentrations arc less than the cleanup standard. 

5.10.1 Sample Sizes for Estimating a Mean 

In order to determine the sample size for estimating a mean, some 
information about the standard deviation, u, (or equivalently, the variance u*) of the 
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measurements of each contaminant is required. This parameter represents the underlying 
variability of the conceptual population of contarninant measurements. The symbol is 
used to denace that 6 is an estimatc of u. In practice, 6 is either obtained from prior data or 
by conducting a small preliminary investigation. Cochran (1977), pages 78-81, discusses 
various approaches to determining a preliminary value for a. Some procedures that art 
useful in ground-water studies arc outlined below. 

Use of Data from a Comparable Period 

The value a may be calculated from existing data which is comparable to the 
data expected from the sampling effort. Comparable data will have a similar level of 
contamination and be collected under similar conditions. For calculating the sample size 
rtquircd for assessing attainment, one may be able to usc data on contamination levels for 
the wells under investigation from ground-water samples collected during the period in 
which steady state is being established. Using the comparable data, the value a may be 
calculated using formula (5.3). 

Use of Data Collected Prior to Remedial Action 

If data from samples collected prior to remediation arc available, the 
variability of thcse sample mcasurcm'nts can be used to obtain a rough estimate of u using 
the coefficient of variation. The coefficient of variation is defined to be the standard 
deviation divided by the mean. Remediation will usually result in a lowering of both the 
mean and the standard deviation of contamination levels. In this case, it might be 
rcasonablc to expect the coefficient of variation to remain approximately constant. In this 
case, estimates of the codficient of variation from the available data can be used to obtain 6 

- - - - __  - - as fOll0Ws.~ - - -  - - - _ _  - - _ ~ -  - - - - -  - - 

Using this data, let (Z) and s rqmstnt the sample mean and sample standard 
deviation for data collected prior to remedial action, perhaps from a previous study. 
Calculate (R) and (s) using the equations in Section 5.1. An estimate ̂ o of the standard 
deviation when clean up standards arc attained can be computed using the cleanup standard, 
C s  where 
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Conducting a Preliminary Study After Remedial Action 

The following approach can be used if then  are no exhang data on 
contamination levels from which to estimate u a d  if thac is time to collect preliminary data 
before sampling begins. 

(1) After achieving steady state conditions (see Chapter 7), collect a 
prclirmnary sample of at least n 1 =  8 ground-wata samples over a 
minimum period of 2 yean. 'Dctcrmine the contamination levels for 
thcse samples. The larger the sample size and the longer the period 
of time over which the samples are collected, the more reliable the 
estimate of u. A minimum of four samples per year is -ndcd 
sothat stasonal variation will bedkted in  theestimate. 

(2) From this preliminary sample, compute the estimated standard 
deviation, s, of the mntaminant levels. Use this standad deviation 
as an estimate of u. 

Box 5.20 
Eseimating ofroar Data collected Riorto Remaw Action 

Suppose that the number of ground-water samples to be taken from a 
monitoring well prior to remedial action was limited to 10. The 
conccnuacions of total PAH's from the samples are: 

0.24, 2.93, 3.09, 0.14, 0.60, 4.20, 3.81, 2.31, 1.11, and 0.07 

Using equations (5.1) and (5.3). the mean concentration is X = 1.85 ppm 
and the standard deviation of the measurements is s = 1.60 ppm 

With a cleanup standard of .5 ppm, the value of a to use for determining 
sample size can be chained from: 
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A Rough Approximation of the Standard Deviation 

If there arc no existing data to estimate u and a preliminary study is not 
feasible, a vcry rough approximation fur a can still be obtained. The approximation is 
rough becausc it is basal on Specuiation and judgments concerning the range within which 
the ground-water measurements arc likely to fall. Bccausc the approximation is based on 
very little data, it is possible that the sample Sizes computed fn>m tbesc approximations will 
be too small to achieve the specified level of precision. Consequently, this method should 
only be used if no other altunative is available. 

. -  

The approximation is based on the fact that the range of possible ground- 
water measurements (i.e., the largest such value minus the d e s t  such value) provides a 
mcasurt of the underlying variability of the data Mkover ,  if the frequency distribution of 
the ground-water measurements of interest is approximately bell-shaped, then virtually all 
of the IMaSUrCments can be expected to lie within thrtt standard deviations ofthe mean. In 
this case, if R represents the expected range of the data, an estimate of e is given by 

A R  u =  5 .  (5.36) 

If the data arc not bell-shaped, the alternative (conservative) estimate a = R/5 should be 
used. 

Formula for Determining Sample Size for Estimating a Mean 

The equations fur detamining sample size require the specification of the 
following quantities: Cs, pl, a, PI a. Given these quantities, the required sample size can 
be computed from the following formula (e.g., see Net-, Wassaman, and Whitmore, 
1982, page 264 and Appendix F): 

- . _  

(5.37) 

w h m  zl+ and t14 arc the critical values for the normal distxibution with probabilities of 
I-a and 1-P (Table A.2) and the factor of 2 is empirically derived in Appendix F. 
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Suictly speaking, formula (5.37) applies to simple random sampling. 
However, the standard errof of a mean based on a systematic sample will usually be less 
than arequa) to the standard error of a mean based on a simple random sample of the same 
size. Therefort, using the sample size formula given above may provide greater precision 

Box 5.21 
Example of Sample size caldarions 

Following the example in Box 5.20, suppose that it is desired to be 
able to detcct a difference of .2 ppm from the cleanup standard of .5 ppm 
(CS = 5, pl = .3) with a power of .go (is.* B = 20). AISO suppose that 9 
= .43 and a = .01. 

From tables of the cumulative n d  distribution (Appendix Table 
A.2), we find that zl-o = 2.326 and z l - ~  = 0.842. Then using 
formula (5.37) 

.43)2 (2.236 + .842)2 
(.5 - .3)2 n = (  

Rounding up, the sample size is 46. 

+ 2 = 45.8 

5.10.2 Sample Sizes for Estimating a Percentile Using Tolerance 
Intervals 

To determine the required sample size for tests based on the procedure 
described in Section 5.8, the following t e r m  need to be defined: P0,P1,a, f! (c.g.. see 
Volume 1, Section 7.6). Once these terms have been established, the following quantities 
should be obtained firpm Appendix Table A 2  

fl-fb the upper &percentage point of a normal distribution; 

z14, the uppers-percentage point of a normal disaibution; 

Zl.PO* the upper Prpcrctntage point of a normal distribution; and 

z -pl, the upper P1-parentage polM of a normal distribution. . 
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The sample size necessary to meet the stated objectives is then (see. 

Gumnan. 1970): 

(5.38) 

Box 5.22 
calculating Sample Size  for Toltrancc Intavals 

PCB's have contaminated the ground water near a formcr industrial 
site. The site managas have decided to use the 
help decide if the trcarmcnt can be taminatui pecifically, after discussion 
with ground-watcrcxpars, they decide to conclude that the treatment can be 
tQmjnatcd if the 99th percentile of the PCB concentrations is less than Cs. 
That is, in the notation of Section 5.8, PO= 1-39 = .01. They have also 
decided to set the false positive rate of the test to a = .OS. Moreover, they a 

have required the false negative rate to be no mom than 20 percent (B = 
0.20) when the actual proportion of contaminated samples is 0.5 percent 

P- Of 5.8 OD 

(PI= . O S ) .  

From Appendix Table A.2, z1 P0=r.w=2.326; ~ , -~~=z . ,~=2.576;  
~ ~ ~ = ~ ~ = 1 . 6 4 5 ;  and zl~~~=2.~=0.842. Using formula (5.38), the required 
sample size for each well LS: 

.a42 + 1.645 2 2.487 2 2.326 - 2.576} ={-} = 98.96 = w 

where zl-p a d  z14are critical values from the normal dismbution 
associatcd with probabilities of 1- and 1-B (Appendix Table A2). 

_ _ _ ~  -- -5-;10.-3-- - Sample- Sizes-for Estimating-Proportions - - - - _ _  - - - - 

The sample sizc r e q u i d  for estimating a praportion using the procedures of 
Section 5.9 depend on the following quantities: Pe P1, a, and B. Given these quantities, 
the sample size can be computed from the following formula (e.g., see Netcr, Wassennan, 
and Whirmore, 1982. page 304): 

5 3 9  
I .  , . .  . . . ,;r '_ . '  . 



CHAPTER 5:  DESCRPTIVE STATISTICS 

(5.39) 

Box 523 

At a site with corrosive residues in the top soil, much of the contaminated 
top soil has been removed However, it is known that the contaminants 
have leached into the ground water. Wanting to mini& the possibility of 
future health effects, the site manager would like to h o w  if, in the short 

* term, she can be 95 percent confident (a =.OS) that less than 10 w e n t  <Po 
= .lo) of the ground-watcr samples have concentrations exceeding the 
cleanup standard The expected proportioa of contaminated gmwd-water 
samples is very low, less than 5 percent. The manager wants to be 80 
percent confident (B = 1-30 = .20) that the ground warn will be declared 
clean if the proponion of contaminated ground water samples is less than 5 
percent (PI = .OS). 

Sample Size Detcrrninaaon for EstimatingPropoPtions 

Using formula (5.39), 

.842-) + 1 . 6 4 5 m )  12 4 .lo-.05 

= 183.3 

Rounding up gives a final sample Sizt of 184. 

5-40 

5.10.4 Collecting the Data 

After the sample sire and sampling frequency have been specified, 
collection of the ground-warn samples can begin. In collecting the samples, it is important 
to maintain strict quality control standards and to fully document the sampling procedms. 
Occasionally, a sample will be lost in the fieldor the lab. Ifthis happens, it is best tu my OD 

collect an& sample OD replace the missing obsavation beforc reaching the next sampling 
paid Any changes in the sampling protocol should be fully documnocd 
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Data resulting from a sampling program can only be evaluated and 
intaprrttd with confidence when adequate quality a~~urance methods and proccdurcs have 
been incorporated into the program design. An adquate quality assurance program 
requi~s awareness of the sourccs of enwr or variation associated with each step of the 
sampling e f fm 

If a timely and representative sample of proper size and content is not 
d c l i v d  to the analytical lab, the analysis cannot be expected to give meaningful results. 
Failing to build in a quality assurance program often results in considerable money spent on 
sampling and analysis only to find that the samples w m  not collected in a manner that 
allows valid conclusions to be drawn from the resulting data. S e n  in its broadest sense, 
the QA program should address the sample design 'selecttd, the quality of the ground-water 
samples, and the carc and skill spent on the preparation and testing of the samples. 

The samples should reflect what is actually present in the ground water. 
Improper or careless collection of the samples can l h l y  influence the magnitude of the 
sample collection enor. Sample preparation also introduces quality control issues. 

While a full discussion of these topics is beyond the scope of this 
document, the implementation of an adequate QA program is important 

5.10.5 Making Adjustments for Values Below the Detection Limit 

Sometimes the reported concentration far a ground-water sample will be 
below the detection limit (DL) for the sampling and analytical procedure used. The rules 
outlined in Section 2.3.7 should be used to handle such measurements in the statistical 
analysis. 

5.11 Summary 

- -  

This chapter introduces the reader to some basic statistical procdurcs that 
can be used to both describe (or charactcrizt) a set of data, and OD test hypotheses and make 
inferences from the data The chapter discusses the calculation of means and proportions. 
Hypothesis tests and confidence intervals arc discussed for making inferences from the 
data. The statistics and inferential procedures presented in this chapter arc appropriate pnlr 
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lev&. By "ShoR-tem 
characteristics" we mean characteristics such as the mean or percentile of contaminant 
concentrations during the fiaEd period of time during which sampling occurs. Proceduns 
for estimating the long-tam mean and for assessing arrainment arc discussed in Chapters 8 

e f f a  however, hey will be most usem during ucamcnt 
and 9. The pmcedra# discussed in this chapter can be used in any phasc of the remedial 

This chapter provided procedures for estimating the sample sizcs required 
for assessing the stanas of the clean up effort pript to a - m e a  of whether the 
rcmcdiation effort has been successful. It also discussed briefly issues involved in data 
collection. 
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6. DECIDING TO TERMINATE TREATMENT USING 

REGRESSION ANALYSIS 

The decision to stop treatment is based on many sources of information 
including (1) expert knowledge of the ground water system at the site; (2) mathematical 
modeling of how trcarmcnt affects ground water flows and contamination levels; and (3) 
statistical results from the monitoring wells from which levels of contamination can be 
modeled and extrapolated. This chapter is concaned with the third source of information. 
In particular, it describes how one .statistical technique, known as regression analysis, 
can be used in conjunction with other sources of information to decide when to terminate 
treatment. The methods given h m  arc applicable to analyzing data h m  the treatment 
period indicated by the unshadcd portion of Figure 6.1. Methods other than regression 
analysis, such as time series analysis (Box and Jenkins, 1970) can also be used. 
However, these methods arc usually computer intensive and require the assistance of a 
statistician farniliar with thcse methods. 

Measured 
GfWnd 
Water 

Concentration 

1 2  

1 

0.8 

0.6 

0.4 

0 2  

0 

Figure 6.1 Example Scenario for Contaminant Measurements During Successful 
Ranedial Action 

Start 
Treatment 

r 

Section 6.1 provides a brief overview of regression analysis and serves as a 
review of the -basic concepts for those readers who have had somc previous exposure to the 
subject. Section 6.2, the major focus of thC chapter, provides a discussion of the steps 
required to implement a regression analysis of ground water remediation data Section 6.3 

6.1 
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briefly outlines imparrant considerations in combining statistical and nonstatistical informa- 
tion. 

6.1  Introduction to Regression Analysis 

Regression analysis is a Statistical technique for fitting a theorttical C U N ~  P 

a set of sample dam For example, as a result of site clean-up, it is expected that contami- 
nation levels will dtcrrase ovm time. Regression analysis provides a method for modeling 
(Le., dwbing)  the rate of this decrease. In ground-water monitoring studies, regression 
techniques can be used to (1) detect trends in contaminant concentration levels over time, 
(2) determine variables that influence conccnuation levels, and (3) predict chemical conccn- 
trations a~ future points in time. An example of a situation whae  a regression analysis 
might be useful is given in Figure 6.2 which shows a plot of chemical conccnhations for 
15 monthly samples taken from a hypothetical monitoring well during the period of treat- 
ment As scen from the plot, thae  is a distinct downward trend in the observed chemical 
concenuations as a function of time. Moreover, aside h m  some "random" fluctuation, it 
appears that the functional relationship between contaminant levels and time can be reason- 
ably approximated by a suaight line for the time interval shown. This mathematical nla- 
tionship is r e f d  P as the regression "curve" or regression model. The goal of a rem- 
sion analysis is to estimatc the underlying functional relationship (Le., the model), assess 
the fit of the model, and, if appropriate, use the model to make predictions about future 
observations, 

In general, the underlying ngression model need not be linear. However, 
to fix ideas, it is useful to introduce regression methods in the context of the simple 
linear regression model of which the linear relationship in Figure 6.2 is an example. 
Underlying assumptions, required notation, and the basic framework for simple linear 
regression analysis arc provided in Section 6.1.1. Section 6.1.2 gives the formulas 
q u i d  to fir the regression model. Section 6.1.3 discusses how to evaluate the fit of the 
regression model using the residuals. Section 6.1.4 discusses how some imponant 
regression statistics can be used for inftnntid purposes (i.e., farming statistically defensi- 
ble conclusions form the data). 

6-2 
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Figure 6.2 Example of a Linear Relationship Between Chemical 
Mcasuxemtnts and Timc 

6.1.1 Definitions, Notation, and Assumptions 

Assume that a total of N ground water samples have been taken from a 
monitoring well over a period of time for chemical measurement. Denote the sample 
collection time for ib sample as ti and the chemical concentration measurement in the ith 
sample as ci, where i = 1,2, ..., N. Let yi denote some function of the i* observed 
concenaation, for example, the identity function, yi = ci* the squan mot, yi = &i, or the 
log transformarion, yi = l n ( Q  Let 3 denote time or a function of the timc, for example, if 
the "timc" variable is the original collection time, 3 = tj, if the timc variable is the reciprocal 
of the collection timc then Xi = l/g* etc. If the samples arc collected at regular time inter- 
vals. then the time index, i, can be used to measure time in place of the actual collection 
timc, Le., Xi  = i or X i  - 1/1 in the examples above. Note that the notation used in this 
section is diffatnt from that introduced in Chapter 5. 

- - - _  - _  

m e  simple linear regression model relating the cimicnaation mea- 
surtmcnts to time is ddined by equation (6.1) in Box 6.1. 
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I 
Box 6.1 

Simple Linear Rcgc~sion Model 

yi = Bo + Blxi + t i  , i = 1,2, ..., N (6.1) I 

In quation (6.1), bo and b1 arc constants referred to as the regression 
coefficients, or alternatively as the parameters of the model, and ei is a random 
error.* The tam "yi" is often refcrrcd to as the dependent, response, or outcome variable. 
In this document, the outcoax variables of interest arc contamination levels or related 

independent variable (for example the collection timc) is g e d y  under the control of the 
experimenter. The tmn N represents the number of observations or measurements on 
which the regression model is based. 

measures. The o~rm "Xi" is al~0 refand to s an independent explan- variable. The 

The regression coefficients arc unknown but can be estimated from the 
observed data under the assumption that the underlying model is comet The non random 
part of the regression model is the formula for a straight line with y-intercept qual to 
and slope equal to PI.  In most regression applications, primary interest centers on the 
slope paramcur. For example, if q = i and the slope is negative, then the model states that 

the chemical concenuaams decrtase linearly with time, and the value of gives the rate at 
which the chmrical cOllcenOatiols decrrasc 

The random error, q, represents "random" fluctuations of the observed 
chemical mcasurcments around the hypothesized regression line, yi = + PI%. It reflects 
the sources of variability not accounted for by the model, e.&, sources of variability due to 
unassignable or unmeasurable causes. Regression analysis imposes the following 
assumptions on the arms:. 

(i) The fi's arc independent 

(i) The 9's have mean 0 for all values of 3; 

(iii) The +'s have constant variance, 6, for dl values of 3; and 

(iv) The 5's arc normally distributed. 

6 4  
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Q h 3 1 0  
These assumptions are critical for the validity of the statistical tests used in a 

regression analysis. If they do not hold, steps must be taken to accommodate any depar- 
tures from the underlying assumptions. Section 6.2.3 describes some simple graphical 
procuium which can be used to study the aptness of the underlying assumptions and also 
indicates some comctive measures when the above assumptions do not hold. 

htmstcd readm should refer to Draper and Smith (1966) or Neter, 
Wasserman, and K u a m  (1985) for more details on the theoretical aspects of regression 
analysis. 

6.1.2 Computational Formulas for Simple Linear Regression 

The computational formulas for most of the impartant quantities needed in a 
simple linear regression analysis arc summarized below. 'Ihese formulas arc given primar- 
ily for completeness, but have been written in sufficient detail so that they can be used by 
persons wishing to carry out a simple regression analysis without the aid of a computer, 
spreadsheet, or scientific calculator. Readers who do not need to know the computational 
details in a regression analysis should skip this section and go directly to Sections 6.1.3 
and 6.1.4, where specific procedures for assessing the fit of the model and making infer- 
ences based on regression model arc discussed. 

Estimates of the slope, pl, and intercept, of the regression line arc given 
by the values b, and b,, in equations (6.2) and (6.3) in Box 6.2. The statistics bl and bo arc 
referred to as least squares estimates. If the four critical assumptions given in Section 
6.1.1 hold for the simple linear regression model in Box 6.1, bl and bo will be unbiased 
estimates of & and Bo, and the precision Of the estimates  an be detamind. - 

The estimated regression line (or, more generally, the fitted curve) 
under the modcl is represented by equation (6.4) in Box 6.3. 
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BOX 6.2 . 
Calculating Least Square Estimam 

N N  
N 

Box 6.3 
Estimated Regression Line 

m e  ckulatr~ value ofqi is called the predicted value under the model comsponding to 
the value of the independent variable, xi. The difference between the predicted value, gi, 
and the observed value, yi, is called the rrsidual. The eqdm for calculating the residuals 
is shown in Box 6.4. If the model provides a good prediction of the data, we would expect 
the predicted values, fi, to be close to the observed values, yi. Thus, the sum of the 
squared dif€excnces (yi - fi)2 pvides a measure of how well the model fits the data and is 
a basic quantity mxssary for assessing the model. . 

e 
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r Box 6.4 
Calculation of Residuals 

Formally, we define the sum of squares due to error (SSE) and the 
comsponding mean square error (MSE) by formulas (6.5) and (6.6), respectively, in 
Box 6.5. 

Box 6.5 
Sum of Squares Due to Enorand the Mean Square Emx 

N 

i= 1 
SSE = (yj - 9i)2 

SSE M S E . I N - 2 '  (6.7) 

As sccn in the formulas in Box 6.2, the analysis of a simple linear r e p s -  
sion modcl requires the computation of cutain sums and sums of cross products of the 
observed data values. Therefore, it is convenient to define the five basic regression quanti- 
ties in Box 6.6. 

- -  - -  - -  
The &&td model parameters and SSE can be computed from these terms- 

using the formulas in Box 6.7. 

6-7 



CHAPTER 6: DECIDING TO TERMINATE TREATMENT USING REGRESSION 
ANALYSIS 

Box 6.6 
Five Basic Quantities far Use in Simple Linear Regression Analysis 

N 

i= 1 
S, * C Y i  (6.9) 

(6.10) 

(6.1 1) 

(6.12) 

Box 6.7 
Calculation ofthe Estimatai Model parametas and SSE 

(6.14) 
S bo = 8 - b$ 

S2 
s,, SSE = S, - -YE (6.15) 

An example of thcsc basic xtgrcssion calculations is presented in Box 6.8. 
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Box 6.8 
Example of Basic Calculations for Linear Regression 

Table 6.1 gives hypothetical water contaminauon levels for each of 15 
constcuave months. A plot of the data is shown in figure 6.3. Using the 
formulas in Box 6.5, the following quantities were calculated: 

s x  = 120 S, = 137.4 Sxx = 280 Syy = 11.801 
S p  = -51.05 7 = 9.16 51 3 8  

The estimated regression coefficients arc then calculated as: 
b l  = -0.1823 

Thmforc the fitted model is 

A A 
bo = 10.62 

A A  

pi = bo + bl  Xi 10.62 - .1832 xi '  

and, the corresponding mean square m r  is 

2.4935 MSE =: SSE/(N - 2) = 7 = -1918. 

The suaight line in Figure 6.4 is a plot of the fitted model. 

Table 6.1 Hypothetical Data for the Regression Example in Figurc 6.3 

The (Month) 

1 
2 
3 
4 

- 5  
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

Contarnination (PPM) 

10.6 
10.4 
9.5 
9.6 

- 10.0 
9.5 
8.9 
9.5 
9.6 
9.4 
8.75 
7.8 
7.6 
8.25 
8.0 
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Figun 6.3 Plot of dam for from Table 6.1 
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Figure 6.4 Plot of data and predicted values for from Table 6.1 
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6.1.3 Assessing the Fit of the Model 

It is important to note that the computational proccdurcs given in Section 
6.1.2 can always be applied 10 a set of data, regardless of whether the assumed model is 
true. That is, it is always possible to fit a line (or curve) to a set of data. Whetha the fitted 
model provides an adequate description of the obscrved panern of data is a question that 
must be answered through examination of the "residuals." Thc xcsiduals are the difference 
betwecn the observed and predicted values f a  the dependent variable (scc Box 6.4). If the 
model does not provide an adequate description of the data, examination of the residuals 
can provide clues on how to modify the model. 

In a regression analysis, a residd.is the difference between the obscrved 
COncenQation rneasurmrcnt, yi and the corresponding fitted (predicted) value, 9i (Box 6.3). 
Recall that gi = bo + blxi, w h m  bo and bl arc the least squares estimates given by 
equations (6.3) and (6.2), respectively. 

Since the rrsiduals. ei, estimate the underlying mor, e+ the patterns exhib- 
iced by the residuals should be consistent with the assumptions given in Section 6.1.1 if the 
fined model is correct. This means that the residuals should be randomly and approxi- 
mately normally distributed around zero, independent, and have constant variance Some 
graphical checks of these assumptions an indicated below. An example of an analysis of 
residuals is presented in Box 6.17. 

1. To check far model fit, plot the residuals against the time index or 
the time variable, xi. The appearance of cyclical or curvilinear 
patterns (see Figure 6.5, plots b and c) indicate lack of fit or inade- 
quacy of the model (set Section 6.2.1 for a discussion of comctive 
measures). 

2. To check for constancy of variance, examine the plot of the residuals 

9i. For both plots, the residuals should be confined within a 
horizontal band such as illustrated in Figure 6 5 a  If the variability 
in the residuals increases such as in Figurc 6.%, the assumption of 
constant variance is violated (set Section 6.2.4 for a discussion of 
CaCTtctive ~ ~ y a s u r e s  in the presence of nonconstant variances). 

__ - - - -  - against and the plot of-the residuals against the predicted value, -- 

. 
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Figure 6.5 Examples of Residual Plou (source: adapted from figures in Draper and 
Smith. 1966, page 89) 
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C. 

.. 
-0.8 - 

3. To check for normality of the residuals, plot the residuals 
(from smallest to largest) against their expected values under 
normaiity, EVi using the procedures of Section 5.72. Note that in 
this casc, the fowula for computing EVi is given by equation (5.24) 
with ~rcplaccd by m. 

4. To test for independence of the mor  m s ,  compute the serial 
corrclarion of the residuals and perfom the Durbin-Watson test (or 
the approximate large-sample test) described in Saxion 5.6. 

x x  
a m  

X X 

= =  x x X x X  
I . .  

1 . 1 .  ' A " . .  1 . 1 .  

-5 1 0  1 5  
X 

X . x x  X 

It may happen that one or mart of the underlying assumptions for linear 
regression is violated Comctive measures arc discussed in Section 6.2. Figure 6.6 
shows the residuals for the analysis discussed in Box 6.8. These residuals cah be 
compared to the examples in Figure 6.5. 

Figure 6.6 Plot of residuals for from Table 6.1 
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6.1.4 Inferences in Regression 

As mentioned earlier. two important goals of a regression analysis on 
ground water d a t i o n  arc the determination of significant a n &  in the concentration 
measurcmtnts and the prediction of future concentliltion levels. Assuming that the hypoth- 
esized model is coma, the mcan sq- emn (MSE) defined by equation (6.6) plays an 
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important role in making inferences from regression models. The M E  is an estimate of 
that portion of the variance of the concentration measurements that is not explained by the 
model. It provides information about the precision of the estimated regression coefficients 

, ., ANALYSIS 

and prcdrcoed values, as well as rht overall fit of the modcl. 

6.1.4.1 Calculating the Coefficient of Determination 

The coefficient of determination, denoted by R2, is a descriptive 
statistic that provides a measure of the ovaall fit of the model and is defined in Box 6.9. 

' Box 6.9 
Coefficient of Dcmmination 

(6.16) 

when SSE is given by equation (6.6) and S, is given by equation (6.1 1). I 
I 

R2 is always a number between 0 and 1 and can be interpreted as the 
proportion of the total variance in the yis that is accounted for by the regression model. If 
R2 is close to 1 then the regression model provides a much beaa prediction of individual 
observations than does the man of the observations. If R2 is close to 0 then using the 
regression equation to predict fume obsclvations is not much betta than using the mcan of . 
the yis to predict fume obstrvations. A perfect fit (is.,  when all of the observed data 
points fall on the fiaed regression line) would be indicated by an R2 equal to 1. In practice, 
a value of Rzof 0.6 or is usually considered to be high and thus an indicator that the 
model can be reasonably used for predicting future observations; however, it is not a 
guarantee. A plot of the predicted values from the model and the comsponding observed 
values s h d d  be examined 00 assess the usefulness of the xmdcl. 

Figure 6.7 shows the R2 values for several hypothetical data sets. Notice 
that the data in the middle of the chart (represented by the symbol "x") exhibit a pronounced 
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downward hea r  trend, and this is reflected in a high R2 of .93. On the other hand, the set 

of data in the top of the chart (represented by "diamonds") exhibits no trend in concenaa- 
tions, and this is reflected in a low RZ of .02. Finally, we note that the R2 for the set of 
data at the bottom of the chart is fairly low (about OS), even though thac appears to be a 
fairly strong (nonlinear) trend. This is because R2 measures the linear trend over time 
(months). For these data, the trend in the a m e n d o n s  is not h a  thus the comspond- 
ing R2 is fairly low. If the time axis werc transformed to the reciprocal of time, the 
resulting Rz fur the third data set would be close to 0.90. 

. Figure 6.7 

ô  a a - 

Examples of R-Square for Selected Data Sets 

l2 1 

While R2 is a useful indicator of the fit of a model and the usefulness of the 
model for predicting individual observations, it is not definitive. If the model is used to 
predict the mean concentration rather than an individual observation or if the a n d  in the 
conccnrdons is of interest, other measures of the model fit arr more useful. mest are 
addressed in the following sections. 

- 

.. . 

...* 

. 
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6.1.4.2 Calculating the Standard Error of the Estimated 
Slope 

In a simple linear regression, the slope of the fitted regression line gives the 

magnitude and direction of the underlying trend (id any). Because different sets of samples 
would provide d i f f a n t  estimates of the slope, the estimated slope given by equation (6.2) 
is subject to sampling variability. Even if the form of the assumed model (6.1) were 
hown to be me, it would still not be possible to detamine the slope of the me relaaon- 
ship exactly. However, it is possible to estimate, with a specified degree of confidence, a 

range-within which the true slope is expected to fall. 

The standard error of b, provides a mcasufe of the variability of the 
estimated slope. It is denoted by s(b,) and is defined in Box 6.10. 

Box 6.10 
Calculating the Standard Error of the Esthaad Slope 

(6.17) 

The standatd erroc can be used to construct a confidence inmal  around the 
true slope of the regression line. The formula for a lOO(1-a) perccnt confkkncc interval is 
given by equation (6.17) in Box 6.1 1. 

BOX 6.1 1 / 

calculating a ConMence Inocrval Around the Slope 

a whcn  tlmS2 is the upper 1- 2: percentage point of a t distribution with 
N-2 degrees of freedom (see Appendix Table A.l). I 
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The confidence intaval provides a measure of reliability for the estimated 
value bl. The narrower the interval. the gxcatcr is the precision of the estimaoC bl. Because 
the confidence intaval provides a range of Uely values of B1 when the model holds. it can 
be used to test hypotheses concerning the signifiwrct of the observed trend. 

6.1.4.3 Decision Rule for Identifying Significant Trends 

If the confidence interval given by equation (6.17) contains the value zero, 
there is insufficient evidence (at the a significance level) to umclude that there is a trend 

On the other hand, if the confidence interval includes only negative (or only 
positive) values. wc would conclude that t h a t  is a Significant negative (Q positive) E n d  

An example in which the above decision d e  is used to identify a significant 
trend is given in Box 6.12. 

6.1.4.4 Predicting Future Observations 

If the fited model is approjniatc, then an unbiased prediction of the concen- 
rrauon level at time h is fh = + blxh, where xh is the vdue of the U r n  variable at time h. 
The standard error of the estimate is given by equation (6.18). and the camponding lOo(1 
- a) pcrcent confidence limits around the predicted value at time h axe given by formula' 
(6.19) in Box 6-13.. 

- - Note that if the fitted regression model is based on data collected during @e 

cleanup pcriod, the confidence limits given by formula (6.20) may not strictly apply after 
trcarmcnt is terminated. Consequently, confidence limits based on data from the'trcatmcnt 
period which are used to draw inferences about the post-treatment period should be inter- 
preted with caution. Further discussion of the use of predicted values in ground water 
monitoring studies is given in Section 6.2. 
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Box 6.12 
Using the ConMcnce Interval for the Slope to Identify a Significant Trend 

For the dam2n Ttble 6.1, the estimated regression line was 

SSE Thc coefficient of &-on for the fined model is R2 = 1- s 
I 1 - (2.49/11.8) = .79. That is, 79 percent of the variability in & 
contamination measurements is explained by the regression model pvkkd 
that the modcl is an7ect. 

dcmnrincd to bc $i = bo + bl Xi = 10.62 - .1823 Xi. 

Using equation (6.16), the standard enor of the estimated slope is 
s(bl) = e = = ,02617; Md the comsponding 95 percent 
confidence limits for arc given by -. 1823 f (2.101) (.02617) or -.2373 to 
-.1273. (Note that a = .05, 1 - T = .975, N = 15, and N-2 = 13; thus, 
t l m - 2  = t925.13 - 2.101 from Appendix Table A.l.) 

Since the interval (-.2373, -.1273) docs not include zero, we can 
conclude that the observed downward trcnd is significant at the a = .05 
level. That is. we have high confidence that the obsaved downward trend 
is real and not just due to sample variability. 

a 

Box 6.13 
Calculating the Standad Erra and Confidence Intervals for Predicted 

Val= 

(6.20) 
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An example in which the regression model is used to W c t  future values is . 
presented in Box 6.14. 

. 

Box 6.14 
Using the Simple Regression Model to Predict Future Values 

Continuing the example in Box 6.1 1, suppose that the site manager 
is intacsted in predicting the contaminant concentration for month 16*. The 
predicted concentration level for month 16, assuming that the model holds, 
is 

Pl6 = bo + blxl, = 10.62 - .1823(16) = 7.703. 

The standard mor of the prtdicted value is 

1 02) = -4984. 
= 4 . 1 9 1 8  (1 +E+ 280 

Therefore, if the model holds, 99 p e n t  confidence limits around 
the predicted value [see formula (6.2O)J a ~ t  given by 7.703 f 2.878 (.4984) 
or from 6.269 to 9.137. 

Again. it should be emphasized *that whenever a ngnssion model is pscd to make 
pedictions about cocrentfatioru outside the range of the sampling perid. extreme 
caution should be uscd in intaprering rhe results. In particular. the relgespion rcsulu 
should not be used alone. but should be combined with otha sources of infamation 
(= - . in Seaion 63). 

_ _ ~ -  _ _  - -- ~ -6.1.4.5 Predicting .Future Mean Concentrations - - - - 

If the fined model is appropriate, then an unbiased prediction of tlie mean 
concamtion kvcl at am h is gh = bo + b,x,, where xh is the value of the time variable at 
time h Although the predicted mean and the predicted value for an individual observation 
arc the samc, the prediction e m  of the predicted mean i s  less than that for an individual 
pdicted value. The standard of the predicted mean is given by equation (6.21). and 
the msponding lOo(1- a) percent wdidence limits around the prtdicted mcan at time h 
arc given by formula (6.22) in Box 6.15. 

6- 19 



~ ~ ~~~~ 

CHAFER 6: DECIDING TO TERMINATE TREATMENT USING REGRESSION 
ANALYSIS 

Box 6.15 
calculating the Standard h a n d  confidarcc Interval a Ruiictcd Mcan 

(6.21) 

(6.22) 

Note that if the fitted regression modcl is based on data colltcted during the 
cleanup period, the confidence limits given by formula (6.19) m y  nor strictly apply after 
maanent is terminated. Consequently, confidence limits based 011 data from the treatment 
period which are used to draw inferences about the post-treatment period should be 
interpreted with caution. Funher discussion of the usc of predicted values in ground water 
monitoring studies is given in Section 6.2. 

6.1.4.6 Example of a "Nonlinear" Regression 

Applying regression analysis is not always as straightforward as the 
examples in Boxes 6.8, and 6.12 indicate. To show some of the possible complexities and 
to help fix some of the ideas presented. we will do a regression analysis on the data in 
Table 6.2. As shown in F i p  6.8, these data arc not linear with respect to time and hence 
a transfonnation of the independent variable was employed. (More information about the 
use of transformations is given later in Section 6.2.3.) The analysis is summarized in Box 
6.16 and the fittrd d e l  is plotted in Figure 6.9. 

6-20 



CHApITR 6: DECIDING TO T E M A T E  TREATMENT USING REG O & & J  SSI 1 

ANALYSIS 

Table 6.2 Hypothetical concentration measurement for mercury (Hg) in ppm for 20 
grwnd water samples taken at monthly intmals 
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Figure 6.8 Plot of Mercury Measurements as a Function of T i  (See Box 6.16) 
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Box 6.16 
Example of Basic Regression Calculations 

Table 6 2  shows mercury conccnwtions for 20 ground wam samples taken 
from January 1986 to August 1987. A plot of the concentration measure- 
ments as a function of time is shown in Figure 6.8. Because the data 
exhibited a nonlinear trend, it was decided to consider the model yj = + 
B l X i  + 6, Whm Xi = M. The values of the reciprocals of ti- 8te shown in 
the last column of the fable. 

The estimated regrtssion coefficients w m  then calculated as: bl = 
.0866/.949 = .0913; and bo 0 .337 - (.0913)(.180) 
modcl is thcrefoIe 

.321. The fitted 

.0866* .00909 - - 
18 =..000066. SSE MSE = 18- 

Figure 6.9 shows a plot of the fitted model against the observed 
concentration values. 

Figrat 6.9 Comparison of Observed Mercury Measurements and Rcdicted Values 
under the Fitted Model (See Box 6.16) 
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Box 6.17 
Analysis of Residuals f a  Mercury Example 

Figure 6.10 shows a plot of the residuals for the mercury data in Table 62 
based on the fined model, gi = .321 + 0.0913A (see Box 6.16). The 
residual plot indicates some lack of fit of the model. In particular, it appears 
that the fiacdmodel tends mundertsamate amcentrations at the earlier timcs 
while overestimating wncenmtions at the later timcs. (Since the residuals 
represent the differences between the actual and predicted values, the 
positive values of the residuals in the eariia months indicate that the actual 
values tend to be larger than the predicted values then. Hence, the model 
un~sfimatcs the earlier concenaa!ions.) 

To see whether the fit could be improved by using a different transformation 
of i. the following alternative model was considend: yi = + SI/& + ei. 
For this model, the estimated regxession coefficients an bo = .2957 and bl 
= .1087, and the coefficient of determination is R2 = .927 (compared to .89 
for the earlier model). This indicates a somewhat beam fit when l/$ is 
used as the independent variable (see Figure 6.11). The residual plot under 
the new model (see Figure 6.12) seems to support this conclusion. 
Mor#>va, the standard m r  of bl is s(b1) = .0072, and hence 95 percent 
confidence limits around the true slope are given by .lo87 f 
(2.101)(.0072), or .094 to .124. Since the interval does not include zero, 
we further concludc that the ncnd is significant 

Finally, Figure 6.13 shows a normal probability plot of the ordered 

computed using formula (5.24) with s , ~  = d m .  There is a nonlinear 
paam in the residuals which suggests that the normality assumption may 
not be appropriate for this model. If a formal test indicates the lack of 
normality is significant, nonlinear regression procedures should be 
considered. 

residuals based the =vised model, w h m  the expected values, EVi W= 
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Plot of Residuals Against T i  for Maclay  Example (see Box 6.17) 

X E X  

0.01 X 

O - 1  X 

X X 
n 

X 
0.00 j X 

X I  

-0.02 - ' l 1  0 5 10 15 20 25 

Plot of Mercury Concentrations Against x = 1 / 6 ,  and Alternative Fitted 
Model (sec Box 6.17) 

0.42 - 
yr02ss67+0.10871X 

a 

030 u - - u - - r - - u - - l  

x (-1 of aqquw. root d thw) 
0.2 0.4 0.6 0.8 1.0 1 2  

yr02ss67+0.10871X 

038 3 // I 

0.2 0.4 0.6 0.8 1.0 1 2  
x (-1 of aqquw. root d thw) 



CHAPIZR 6: DECIDING TO TEFMINATE TREATMENT USING REG€@&% 3 1 0 
ANALYSIS 

Figure 6.12 Plot of Residuals Based on Alumativc Model (see Box 6.17) 
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Figure 6.13 Plot of O r d d  Residuais Versus Expected Values for Alternative Model 
’(see Box 6.17) 
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To summarize, if the data arc originally linear (such as the data in Table 
6.1). then we m y  fit the simple linear regression d e l  of Box 6.1. If the data arc more 
complex (e+ the data in Table 6.2). then a transformation may be used as was done in 
Box 6.16. One can uansform either the independent (Le., the explanatory) variable or the 
dcpcndcnt (Le., the outcome) variable, or both. Finding the appropriate transformation is 
as much an art as it is a science. CoclsultaIion With a statistician is recommended in der to 
help identify useful transformations and to help interpret the model based on the 
nansformcddata 

6.2 Using Regression to Model the Progress of Ground Water 
Remediation 

As samples arc collccocd and analyzed during the cleanup period, trends or 
other patterns in the concentration levels may become evident. As illustrated in 
Figure 6.14, a variety of patterns arc possible. In situation 1, regression might be used to 
determine the slope for obscrvations beyond time 20 to infer if the treatment is effective. If 
not. a decision might be made to consider a different remedial program- For Situation 2, 
the concenaation measurements have decreased below the cleanup standard, and regression 
might be used to investigate whether thc'concentrations can be expected to stay below the 
cleanup standard. For Situation 3 in Figure 6.14, which could arise from factors such as 
inmptions or changes in the treatment technology or fluctuating environmental condi- 
tions, regression can be used to assess trends. However, due to the highly erratic narurc of 
the data any predictions of trends of fume concentrations an likely to be v a y  inaccurate. 
Additional data collection wil l  be necessary before conclusions can be reached. Where 
appropriate, regression analysis can be useful in estimating and assessing the significance 
of observed ands and in predicting expected levels of contaminant concentnuions at fume 
points in time. 

Figure 6.15 summarizes the steps for implementing a simple linear regrcs- 
sion analysis at Superfund sites. These steps arc described in detail in the sections that 
follow. 
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Figure 6.14 Examples of Contaminant Concentrations that Could Be Observed During 
atanup 
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Figure 6.15 Sups for Implementing Regression Analysis at Superfund Sites 
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6.2. I Choosing a Linear or Nonlinear Regression 

The fim sup in a regression analysis is todecide whether a linear or nonlin- 
ear model is appropriate. An initid choice can often be made by obsaving a plot of the 
sample data over time. For example, for the data of Figure 6.2, the relationship between 
concentration measurements and time is apparently linear. In this case, the regression 
model (6.1) with = i would be apprq~rhtc. However, for the data displayed in Figure 
6.16, some SOR of nonlinear model would be appropriate. 

Sometimes it is possible to model a nonlinear relationship such as that 
shown in F i p  6.16 with linear regression techniques by transforming either the depen- 
dent or independent variable.' In some cases, t h k t i c a l  considerations of ground water 
flows and the type of aeaanmt applied may lead to tht formulation of a particular nonlinear 
modcl such as "exponential decay." This, in cum, m y  lead to cansideraton of a panicular 
type of transformation (e.g., logarithmic ur invase uansformations). However, these a 
priori considerations do not preclude testing the model for adequacy of fit Choosing the 
appropriate transformation may require the assistance of a statistician; however, if the 
(nonlinear) relationship is not too complicated, SOII# relatively simple a a n s f d o n s  may 
be sufficient to "linearize" the model, and the proccdurcs given in Section 6.1 may be used. . 
On the other hand, after analysis of the residuals (as described below in Section 6.2.3), if 
none of the given transformations appears to be adequate, nonlinear regression methods 
should be used (see Draper and Smith, 1966, Neta, Wasserman, and Kutner, 1985). A 
statistician should be consulted about thesc methods. 

Figure 6.17 shows examples of two general types of c w e s  that might 
reasonably approximate the relationship between observed contaminant levels and time. If 
a plot of the concentration measurements versus time exhibits one of thcse patterns, the 
transformations listed below in Box _ _  6.18 may be helpful in making the n_lodcl linear. Since 
the initial choice of transformation may not provide a "good" fit, the process of dctcxmining 
the appropriate transfortnation may require scvaal ituations. The procedures described in 
Section 6.23 can be used to assess the fit of a particular model. Box 6.18 contains some 
suggested transformations for the two types of curves shown in Figure 6.17 (source: 
Neter, Wasscrman, and Kutner, 1985). 

._ 

\ 

. . -  
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Figure 6.16 Example of a Nonlinear Relationship Between Chemical Conccnmtion 
MtasurrrncntsandTm 

Figure 6.17 Examples of Nonlinear Relationships 
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Box 6.18 

Suggested TransfOrmations 

Type A: Contaminant concentrations following this pattern decrease 
slowly at first and then mort rapidly lam on. A useful transformation to 
consider is 

P iP 

where p is a constant greater than 1. If the decline in concentrations is vcry 
steep, set p = 2, initially, and then try alternative values, if necessary, to 
obtain a good fit. 

Type B: Contaminant concenaations following this pattkn decrease 
rapidly at first and then more slowly later on. Useful transformations to 
ctmsiderinthiscasearc 

1 xi"' 
i 

xi = 1 M  

'0 xi = log(i) 

. .  
0 

Alternatively, one can also consider transforming yi; e.g., use the 
aansformcd variable 

either in lieu of or together with the transformed time variable, whichever 
appears to be apprropriare. 

There is no guarantee that using uansfoxmations will help; and its effective- 
ness must be determined by checking the-fit- of fie e e l  and examining the 
residuais. Consultation with a statistician is recommended to helpidentify 
useful transformations and to interpret the model based on the transformed 
measurtmcnts. 
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6.2.2 Fitting the Model 

~n a regression analysis, the m e s s  of "fitting 'the mod~l"  nfcn to the process of 
estimating the regression parameters and associated sampling errofs from the observed 
dam. With these estimates, it is then possible to (1) determine whetha the model provides 
an adequate description of the obsemd chemical measurtmenD; (2) test whetha there is a 
significant trend in the chemical measurements over time; and (3) obtain estimates of 
conccnaation levels at fume points in time. 

Given a set of concentration measurements, yi, i = 1,2, ..., N, and com- 
sponding time values, the estimated slope and intmccpt of the fitted regression line can 
be computed from the equations in Section 6.1.2: .For the fined model, the emn sum of 
squares, SSE, and coefficient of detamina!ion should also be computed. 

Note that the model fitting wiiI, in general. be an iterative process. If the 
fi& model is inadequate for any of the reasons indicated below in Section 6.2.3, it may be 
possible to obtain a better fitting rnodel by considering uansformations of the dam - 

6.2.3 Regression in the Presence of Nonconstant Variances 

If the residuals for a fitted model exhibit a pattan such as that shown in 
Figure 6.146 th.e assumption of constant V ~ ~ ~ M C C  i s  violated, and conwive steps must be 
taken. The two most common corrective measures are: (1) transform the deDendent 
variable to stabilize the variance; or (2) perfom a "weighted least squares regression" 
(Netcr, Wasserman, and Kurna, 1985). 

Transformations of the dependent variable that arc useful for stabilizing 
variances arc the square root transformation, the logarithmic transformation, and the 
inverse transformation. Which transformation to usc in a particular situation depends on 
the way the variance incrrases. To determine this relationship, it is useful to divide the data 
into four or five gmups based on the time at which obsavarions were mde. For example, 
the first p u p  might consist of the fvst four observations, the second p u p  might consist 
of the next four observations, and so on. For the gmup, compute the mean of the 
obsaved concentrations, pr and the standard deviation of the concentrations, so (Section 
5.1). If a plot of sf vmus yg is appximatcly a straight line, use fii , the square root 
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transformation, in the regression .analysis; if a plot of sgversus is approximately a 
straight line, use log(yi), the logarithmic transformation, in the analysis; and, finally, if a 

plot of q v c r s u s  pg is approximately a s ~ g h t  line, use - , the inverse transformation, in 

the analysis (Netcr, Wassennan, and Kumcr, 1985). 

1 
Yi 

The other major method for dcaling with aonconstana vafiance is weighted 
least squares regression. Weighted least squares analysis provides a f o d  way of 
accommodating nonmstant variance in regression. To apply this method, the fom of the 
underlying variance structure must be known or estimated from the data. This method is 
described elsewhere; e.g., Draper and Smith (1966). A statistician should be consulted 
when applying these methods. 

6.2.4 Correcting for Serial Correlation 

It is sometimes possible to remove the said correlation in the residuals by 
. .  . .  transforming the dependent and independent variables. 

by Netcr, Wasserman, and Kuma (1985), amplifies the following iterative procedure. 

6.2.4.1 Fitting the Model 

The four steps for fitting the model to remove serial correlations arc 
discussed below. 

(1) Calculate the serial cmlation of the residuals, &,b, using the formula in Box 

5.14. 

- - ~ (2)- For i = 2,3, ..., N, transform hnrh the dependent and-independent variables - - 

using equation (6.23) in Box 6.19. Perform an ordinary least squares regression on the 
transformed variables. That is, using the procedures of Section 6.1.2, fit the “new” model 
given by equation (6.24). 
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Box 6.19 
Transformation to "New" Model 

Transform bprh the dependent and independent variables using the 
formulas: 

(6.23) 

Fit the following model using thc transfond variables: 

y; = g,l+ pl'ql  + ei . (6.24) 

Nou that one observation is lost in the transformed measurements because 
(6.26) cannot be determined for i = 1. 

Denote the least squares estimates of the parameters of the new 
(transformed) model by bd and bl' and denote the fitted model for the transformed 
variables by equation (6.25) in Box 6.20. 

Box 6.20 
"New" Fitted Model for Transfomred Variables 

Calculate the residuals for the new model: e; = y{ - (w + bl'xi'). Note 
that the fitted model ( 6 2 )  is expressed in terms of the transformed variables and not the 
origlnal Variables. 

(3) Rrfcxm the Durbin-Wacson est (or approximate test if the sample size is large) 
on the residuals of the d e l  fined in sup (2). If the test indicates that the serial camla- 
tion is not significant, go to step (4). Otherwise, terminate the process and consult a 
StatiStiCiaJl for alternative methods of comcting for scrial uYrrclation. 
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(4) In'tcrms of the V , the slope and the intercept of the fitted. 
regression line arc provided in Box 6.2 1. 

Box 6.21 
Slope and Intercept of Fitted Regression Line in Terms of Original Variables 

(6.26) 

where is the estimated autocorrelation determined by using the 
residuals obtained from fitting the unuansformed data, and b,-,' and bl' arc 
least squares estimatts obtained from the nansformed data. 

The approach given above has the effect of adjusting the estimates of 
variance to account for the presence of autocorrelation. Typically, the variance of the 
estimated regression coefficients is larger when the errors arc correlated, as compared with 
uncomlated mrs. An example of the use of this technique is given in Box 6.22 

6.2.4.2 Determining Whether the Slope is Significant 

The standard MOT of the slope of the original model is simply the standard 
errof of the slope, bl'* obtained from the regression analysis performed on the D-d 
data defined in Box 6.21. The formulas given in Section 6.1.4 can be uscd to compute the 
standard emor of b1': The decision rule in Section 6.1.4.3 can be used to idencify whether 
the trend is statisacally significant Note that for the transformed data, the total number of 
observations ~ is _. N-1. - - - - -  - _ _  

. 
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Box 6.22 
correcting far Serial Correlation 

Table 6.3 shows the mcentxation of bcnztne in 15 qUartaiy ground water 
samples taken from a monitoring well at a forma manufacnxing site. It 
appcarcd from a plot of the dam (see R p  6.18) that a simple linear model 
of the form: yi = + Bli + q might be appmpriatc in describing thc relation- 
ship between wncenuarions and tim. 

A regression analysis was perfond on the data With the following results: 
(a) the fiacd model was estimated to bc pi = 29.20 - .478i; (b) R2 = 0.73; 
.<c) 95 pacent confidence limits around the slope of the h e  wcrc calculated 
to be -0.478 f (2.16)(.082), or -0.66 to -0.30, and (d) the Durbin-Watson 
statistic was computed to be D - .795. 

For N = 15 and gl-1 (there are two p-etas in the model), the Critical 
value for the Win-Watson test is dU = 1.36 at the .OS signiticance level. 
Since D < 1.36, it was concluded that there was a significant autocornla- 
tion. Although the calculated confidence interval for the slope of the line 
apparently indicated that the observed downwad nend was significant, it 
was ramgNzcd that the pxesence of autocomlations could lead to erroneous 
conclusions. Thmfore, the data w m  re-analyzed using the method of 
transformations described earlier in this section. 

First, the serial cornlation was computed h m  the residuals as $obs = 57. 
Then the observed concentrations and time variable w e n  nansformtd as 
follows: y; = yi - .57~i-~;  and xi' = i - .57(i-1). A regression of y{ on x{ 
resulted in least squares estimates of bl' = -3 and b i  = 11.89 for the 
transformed variables, with s(bl') = .17. Therefore, using equation (6.26), 
estimaus of the slope and intercept for the original data wuc calculated as 

estimatcs arc close to the 0ii-w Cstimates, except that now the standard 
aror of b1 is much larger that it was before the effect of the autoaxrelations 
was taken into account in the analysis (.17 vs. .082). Because of this 
increase in variance, 95 percent confidence limits around the true slope arc 
now given by -3 f (2.179)(.17), or -.71 to .03. In this case, the interval 
includes zero, and therefore at the five percent significance level, we cannot 
mcludc that the observed mnd is significant 

I -  
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Table 6.3 Benzene concentrations in 15 quanerly samples (see Box 6.22) 

YCa 

1985 

1986 

1987 

1988 

First 
secad 
'Ihird 

Founh 

First 
s&cnd 
'Ihird 

Founh 

First 
sand 
'Ihird 
Fourth 

First 
sand 
'Ihird 

coded 
guareer (4 

1 
2 
3 
4 

5 
6 
7 

' .  8 

9 
10 
11 
12 

13 
14 
15 - 

30.02 
29.32 
28.12 
28.32 

27.01 
24.78 
24.00 
23.78 

24.25 
23.24 
21.98 
25.00 

24.10 
23.75 
23.00 

Figure 6.18 Plot of Berucm Data and Fitted Model (see Box 6.22) 
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6.2.4.3 Calculating the Confidence Interval for a 
Predicted Value 

-~ ~ 

Box 623 
ansuucting Confidence Limits around an Ex+ Transfarmd Value 

Referring to the fitted model (6.28), u k  equation (6.19) to construct 
Confidence limits around the expected transfarmed value at timc h: 

The general procedures in Section 6.1.4 can also be used to develop confi- 
dence limits for the predicted concenaation at arbitrary time h (as shown in Box 623). 

(6.27) 

(6.28) 

when, 9; = b,,' + bt'x<; xh = the value of the time variable at h e  h; 
and s(gb() is the standard mor of 9; as computed from equation (6.18) 
using the pansformed data Note that the "t  value" used in the confidence 
intaval is b d  on N-3 (instead of N-2) degrees of M o m  because we arc 
elaimatingandadditionalparamcrer(the serialcomlation)fran r h e a  

Since the limits given in equations (6.27) and (6.28) axe in the uansformcd 
scale, the upper- and lower-confidcnce limits in the original scale arc given 
by: 

(6.29) 

(6.30) 

6.3 Combining Statistical Information with Other Inputs to the 
Decision Process 

The statistical techniques presented in this chapter can be used to (1) deter- 
mine whetha contaminant concentrations arc d a t a s i n g  over time, and/a (2) prcdict future 
concentrations if prescnt mnds  continue. Other factors must be used in combination with 
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these statistical results to decide whether the remedial effon has been successful, and when 
treatment should be terminated. Sevaal factors to consider arc: 

0 Expxt knowledge of the ground water at this site and experience 
with ohanmedial efforts at simiiar sites; 

0 The results of mathematical models of ground water flow and 
chemistry with sensitivity analysis and assessment of the accuracy 
of the modeling results; and 

0 Cost and scheduling considerations. 

The sources of information above can be used to answer the following 
questions: 

0 How long wil l  it take for the ground water system to reach steady 
state before the sampling for the aaainmcnt decision can begin? 

What is the chance that the ground water concentrations will 
substantially exceed the cleanup standard before the ground water 
reaches steady sratc? 

What arc the chances that the h a l  assessment will conclude that the 
site attains the cleanup standard? 

0 

0 

.1 What arc the costs of (1) continuing treatment, (2) pafonning the 
asscsmcnt, and (3) planning for and initiating additional treatment if 
it is decided that the site does not attain the cleanup standad? 

The mswm to these questions should be made in consultation with both 
statistical and ground warn exputs, managers of the remediation effort and the regulatoxy 
agencies. 

6.4 - - - Summary. - . _ _  - 

This chapter discussed the use of regression methods for helping d decide 
when to stop treatment In patCicular, procedures w m  given for estimating the trend in 
contamination kvcls and predicting contamination levels at future points in time. General 
methods for fitting simple linear models and assessing the adequacy of the model mrt also 
discussed. 

In deciding when to terminate treatmart, the chapter emphasized that: 
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e Interpreting the data is usually a multiple-step process of refining the 
modclandundasoudingthedata; 

Models an a useful but imperfect description of the data. 

assumptiolrs fit the dam including all analysis ofthe recsiduals, 

Correlation between obsavations collected over oime can be impor- 
a t  and must be ccmidmd in themodel; 

e The 
usefulness of a model can be evaluated by examining how well the 

e 

e Changes in ucafmcnt ova  timc can result in changes in variation, 
and corrtlation and can produce anomalous behavior which must be 
understood m ma& cclnactconclusions fIomtile data; and 

Consultation with a ground water expert is advisable to help inter- 
pmtheresultsandtodccidcwhmtotaminatemUnent 

e 

Deciding when to termbate trcarment should be based on a combination of 
statistical results, expert knowledge, and policy decisions Note that regression is only one 
of various statistical methods that may be used to decidc when treatment should be tcxmi- 

natcd. Regression analysis was discussed in this document bccause of its relative simplic; 
ity and wide range of applicability; however, this does not constitute an endorsement of 
regression as a method of choice. 



7. ISSUES TO BE CONSIDERED BEFORE STARTING 
ATTAINMENT SAMPLING 

After texminating treatment and before collecting water samples to assess 
attainment, a period of time must pass to ensure that any transient effects of treatment on 
the gmund water system have sufficiently decayed. This period is represented by the 
unshaded portion in the figure below. This chapter discusses considerations for deciding 
when the sampling for the attainment decision can begin and provides statistical tests, 
which can be easily applied, to guide this decision. The decision on whether the ground 
water has reached steady state is based on a combination of s&stical calculations, ground 
water modeling, and expert advice from hydrogeologists familiar with the site. 

Figure 7.1 Example Scenario for Contaminant Measurements During Successful 
Remedial Action 

Star! . .. Tmatment 

Measured 
Ground 
Water 

Concentration 

1 . 4  

1 Declare Clean or 

0.8 

0.6 

0.4 

0.2 

0 

The degree to which mediation efforts affect the ground water system at a site is difficult 
to dctermine-and depen4s_on the-physical conditions - of the - site and the treatment - technolo- 
gies used. As previously discussed, the ground water can only be judged to attain the 
cleanup standard if both present and future contaminant concentrations an ackptable. 
Changes in the ground water system due to treatment will affect the contaminant cmcenaa- 
tions in the sampling wells. For example, while remediation is in progress pumping can 
alter water levels. waer flow. and thus the level of contarnination being measured at 
monitoring wells. To adquately determine whether the cleanup standard has been attained, 
the grouh water conditions for sampJing must approximate the expected conditions in the 

- _ _  
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fum. Consequently, it is imponant to establish when the residual effects of the neaunent 
process (or any other temporary intmention) on the ground water appear to be negligible. 
When this pin t  is reached, sampling 00 assess attainment can be started and inferences on 
attainment can be drawn. We will define the state of the ground water when temporary 
influences no longer affect it as a "steady state." "Steady state," although sometimes 
defined in the pra5se technical sense, is used here in a less fd manner as indicated in 
Section 7.1. 

7 .1  The Notion of "Steady State" 

The notion of "steady state" may be characterized by the following 
COmpOntntS:  

1 .a. 

1 .b. 

2. 

After treatment, the water levels and water flow, and the 
corresponding variability associated with these parameters (e.g., 
seasonal patterns), should be essentially the same as fur those from 
comparable periods of rim prior to the remediation efforr 

or 

In cases where the treatment technology has resulted in permanent 
changes in the ground water system. such as the placement of slurry 
wells, the hydrologic conditions may not rerum to their previous 
state. Nevertheless, they should achieve a statc of stability which is 
likely to reflect fume conditions expected at the site. For this suady 
scau, the residual effccts of the maanent wil l  be smaU compared to 
seasonal changes. 

The pollutant levels should have statistical characteristics (e.g., a 
mean and standird deviation) which wil l  be similar to those of fume 
periods. 

The first component implies that it is important to establish estimates of the 
ground water levels and flows prior to remediation or to predictively model the effect of 
structures or other features which may have permanently affected the ground water. 
Variables such as the level of ground water should be measured at the monitoring wells for 
a reasonable paid of time prior to remediation, so that the gcnual behavior and character- 
istics of the ground wa!cr at the site arc understood 

The second component is marc judgmental. Projections must be made as 
to the future characteristics of the ground water and the sourcc(s) of contamination, based 
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on available, c m n t  information. Of course, such projections cannot be made with ccr- 
tainty, but reasonable estimates about the likelihood of events may be establish& 

The importance of identifying when ground wafer has xeached a steady state 
is related to the need to make infmnces about the future. Conclusions drawn from tests 

assessing the attainment of cleanup standards assumc that the currcnt state of the ground 
watcr wil l  persist into the future. That must be confidence that once a site is judged clean, 
it will remain clean. Achieving a steady state gives &ncc to fuapc projections derived 
from c m n t  data. 

7.2 Decisions to be Made in Determining When a Steady State is 
Reached 

Immediately after nmediation efforts have ended, the major concan is 
determining when ground water achieves steady state. In order to keep expenditures of 
time and money to a minimum, it is desirable to begin collecting data to asscss attainment as 
soon as one is confident that the ground water has reached a steady state. 

I 

When sampling to detcrmine whether the ground wata system is at stcady 
state, three decisions arc possible: 

0 The ground water has reached stcady state and sampling for assess- 
ing atrainment can begin; 

0 The measurements of contaminant umcenuations during this period 
indicate that the contarninant(s) arc unlikely to attain the cleanup 
standard and further trcarmcnt must be considered; or 

Men time and sampling must occur before it can be confidently 
assu& that the ground water has reached stcady state. 

Next, various criteria will be considered that can be used in determining -- - _ -  - - - 
whethera steady st% has& &h& 

7.3 Determining When a Steady State Has Been Achieved 

In the following sections, qualitative and quantitative uiteria involved in 
d n g  the decision as to whether the ground water has na~ned to a stcady state following 
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remedianon arc discussed. Some of these criteria are based on a comparison of present 
ground water levels with comparable levels before treatment Others arc based solely on 
measurements and conditions after treatment has terminated. To a certain extent. the 
decision & to when stcady statc has been reached is judgmental. It is not possible to prove 
that a ground water system has achieved stcady state. Thus, it is important to examine data 
obtained from the ground water system to see if thaz arc papans which suggest that steady 
state has not been achieved. If there arc no such P a m  (e.g., in the water level or speed 
and direction of water flow), it may be reasonable to conclude that a steady state has been 
mched 

Any data on the behavior of the ground water prior to the undertaking of 
mediation may s m e  as a useful baseline, indic6g what "steady state" for that system 
had been and, thus, to what it might rem. However, the actions of remediation and the 

case, such a comparison may be less useful. When it seems clear that steady state charac- 
teristics have changed after remediation efforts, it is usually pnrdmt to allow more time for 
d a t i o n  effects to decay. 

resulting physical changes in the area may change the charactcnstl - 'csofstcadystate. Inthis 

Collection of data to detcnnine whether steady state has been achieved 
should begin at the various monitoring wells at the site after rcmediaaon has been termi- 

nated. The variables for which data will be obtained should include measures related to the 
contaminant levels, the ground water levels, the speed and direction of the flow, and any 
other mcasurcs that will aid in detumining if the ground wata  has returned to a steady 
state. The frequency of data collection will depend on the correlation among consecutively 
obtained values (it is desirable to have a low comlation). A period of three months 

conelation between observations. With little or no camlation, monthly observations may 
prove useful. If the serial comlation seems to be high, the time interval between data 
collection efforts should be lengthened With little or no information about seasonal 

betwecn datacollection activities at the wellsmy be apppTiaE ifthere appears to be SOM 

patterns or serial comlations in the data, at least six observations per year arc recorn- 
mended. After several years of data collection, this number of observations will allow an 
assessment of seasonal pattcms, trends, and serial carrclation. It may be useful to consult 
with a statistician if thae is same concern about the appropriate sampling frequency. 

All data collected should be plotted over time in order to pennit a visual 
analysis of the extent to which a steady state exists for the ground water. In Section 7.4, 
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the charting of data and the construction of plots arc discussed, Section 7.4.3 provides 
illusPations of such plots and their interpretation. In Saxion 7.4.4, statistical tests that can 
be employed for identifying departures from randomness (c.g., trends) in the data arc 
indicated. Suggestions for seasonally adjusting data prior to plotting arc provided, and 
graphical methods arcdiscussed 

7.3.1 Rough Adjustment of Data for Seasonal Effects 

One concern in applying graphical techniques is that the data points being 
plotted arc assumed to be independent of each other. Even if the serial correlation between 
observations is low, then may be a seasonal effect on the observations. For example, 
concentrations may be typically higher than the o v a  average in the Spring and lower in 
the fall. To adjust for seasonal effects, one may subtract a measure of the "seasonal" 
average from each data value and then add back the overall average (Box 7.1). The addi- 
tion of the overall average will bring the adjusted values back to the original levels of the 
variable to maintain the sum refmcc frame as the original data. 

i 
yc 

Box 7.1 
Adjusting for Seasonal Ef€ccts 

Suppose we let xjlt be the jth individual data observation in year k, Ej be the 
average for period j obtained from the baseline period prim to trcaanent for 
period j, and x' be the overall average for all data collected for the baseline 
period. For example, if six data values per year have been collected 
bimonthly for each of threc yean during the baseline pexiod, six x'. values 
would be computed, each based on three data points taken from de three 
different years for which data w m  collected. The value x' would be 
computed over al l  18 data values. The adjusted jth data observation in year 

k. 9, can then k coa~~uted from: 
I 

. -  - - - 

e 

xjlt = xjlt-ilj+x' (7.1) 

If thm am missing values, calculate Zj as in Box 5.4. 

. 
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, 
Plot the values of 3k versus time. In examining these plots, checks for 

runs and trends can be made for the adjusted values. 

7.4 Charting the Data 

. In g e d ,  it is useful to plot the data collected from a monitoring program. 
Such plots arc similar to "connol cham" often used to mnitor industrial pnxesses, except 
control limits wil l  not appear on the charts discussed hem. Use the harizontal, or X-axis, 
to indicate the time at which the observation was taken; and use the vertical, or Y-axis, to 

indicate the value of the variable of intcrtst (e.& the contaminant level or water table level 
or the value of other variables after adjustment f& seasonal effects). Figure 7.2 gives an 
example of a plot which may be used to assess stability during the period immediately 
following acaancnt 

Notice that in Figure 7.2, the "prior average" has also been placed on the 
plot. This line represents the average of the baseline data collected before remediation 
efforts began. For example, this value could be the average of eight points collected 
quarterly over a two-year period. It may also be useful to plot separately the individual 
observations gathered to serve as the baseline data, so that infomation reflecting scasonal 
variability and the degree of serial camlation associated with the baseline period can be 
d y  examimd 

Figure 7 2  Example of Trine chart far Use in Asscsshg Stability 

c 
Y 

L 
U c 
I 
€ 

s 

c 

0 
c U 

0.6 
0.5 
0.4 4 PRKWIAVERGE 

0 2  O3 f-J 
Oal 0 t..... 

1 2 3 4 5 6 

lime (Recorded Quarterly) 

7-6 



CHAPTER 7: ISSUES TO BE CONSIDERED BEFORE STARTING ATTAINMEhT 
SAMPLING 

7.4.1 A Test for Change of Levels Based on Charts 

If the p u n d  water conditions aftcr remediation arc expaxed to be cornpa- 
rable to the prior conditions, we would expect that the behavior of water levels and flows to 
mmble  that of those sam variables prior to the rtmdiatiou effort in tcrms of average and 
variability. One indication that a steady state may opf have been reached is the presence of 
a suing of meaSuTtments from the post treatment period which arc consistently above or 
below the average prior to beginning runahtion. A common rule of thumb uscd in indus- 
aid Statistical Process Conaol (SPC) is that if eight consecutive points are above or below 
the average (ofun called a "run" in SPC uxminobgy), the data an likely to come from a 
different process than that from which the average was obtained (Gmt  and Leavenworth, 
1980). This rule is based on the assumption that the observations arc independent This 
assumption is not strictly applicable in ground water studies sincc there is likely to be saial 
cornlation between observations as well as seasonal variability. Assuming independent 

mean of the variable of interest has changed when, in fact, there has been no change in the 
mean. 

observations, an eight-point run is associated with a 1 in 128 chance of concluding that the .c 

The above discussion suggests that for the purpose of deciding whetha the 
ground water has achieved steady state, a string of 7 to 10 consecutive points above or 
below the prior a v q e  might m e  as evidence indicating that the state ofthe ground water 
is diffmnt from that in the bascline period. If it is susptcted that a high degree of serial 
correlation exists, it would be appropriate to require a larger number of consecutive points. 

7.4.2 A Test for Trends Based on Charts 

- - -  
- _ _  -- Thechaffs deG5iibzd here provide a -&PIC way of identifying trends. If six 

consecutive data points ate increasing (or demasing)l - sometimes stated as "5 
consecutiveintavalsafdata"sothatitisundastoodthatthe~pointinthtstringistobe 
counted - then that is evidence that the variable bcing monitored (e+, water levels or 
flows, or contaminant conccnaations) has changed (exhibits a trend). Again, independence 

"lhis rule of 6 h based on h e  assumption that all 720 ardaings of the points ue equally likely. This is 
not always we.  Hence such ruksue to bt considered only as quick but leasonable approximations. 
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of the observations is assumed. A group of consecutive points that increase in value is 
wmetimcs referred to as a "run up," while a group of consecutive points that decrease in 
value is E f d  to as a "run down." 

With the rule of six consecutive data points described above, the chance of 
mneous ly  concluding that a a n d  exists is only 1 in 360, or about 0.3 percent. In 
contrast, a rule based on five consecutive points has a 1 in 60 chance (1.6 pment) of 
aroneously concluding that thcre is a trend, while a rule based on scvcn consecutive points 
would have a corresponding 1 in 2,520 chance (0.04 pxcent) of erroneously concluding 
that thqc is a mnd. Thus, depending on the degree of serial cumlation expected, a "trend" 
of 5 to 7 points may suggest that the ground water levels and flows arc not at steady state. 

In pracoice, data for many ground water samples may be collected befort 
any significant runs are identified For example, in a set of 30 monthly ground water flow 
ratc measurements, thae may be a mn up of seven points and several shona runs. Such 
patterns of runs can be analyzed by examining the lengtb or number of runs in the series. 
F o n d  statistical procedures for analyzing trends in a time series arc given by GiIbm 
(1987). 

. 
A quick check for a general a n d  over a long period of time can be accom- 

plished as follows. Divide the total number of data points available, N, by 6. Take the 
closest integer smaller than N/6 and call it I. Then select the Ilb data value over time, the 
2(I*). the 3 p ) .  etc. For example, if N = 65, then I = 10, and we would select the l e ,  
20*, ctc., points over time. If there arc six consecutive points increasing or decrcasing 
over time, therc is evidence of a trend. This tea will partially compensate for serial 
correlation. 

, 

7.4.3 Illustrations and Interpretation 

Once the plotting of data has begun, thm arc various patterns that may 
appear. Figures 7.3 thrwgh 7.8 -sent six charts which indicate possible patterns that 
may be encountered. Evidence of departures &om stability is being sought. The first five 
charts, except Figure 7.4, indicate evidence of instability (or in the cases of Figures 7.5 and 
7.6, suspicions of possible instability), i.e., changes in characteristics over time. 
Figure 7.3 shows "sudden" apparent outliers or spikes that indicate unexpected variability 
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in the variable being monitored. Figure 7.4 illustrates a six-point mnd in the variable being 
monitored. Figures 7.5 and 7.6 suggest that a trend may exist but there is insufficient 
evidence to substantiate it. Attention should be paid to the behavior of subsequent data in 
these cases. (In particular, the data in Figure 7.5 could indicate a general mnd using the 
"quick check" discussed in the previous d o n  depending on the randody selected set of 
points included in the test.) Figure 7.7 reflects a change (around observation 15) in both 
variability (the spread of the data becomes much grcafcr) and average (the average appears 
to have increased). K p  7.8 indicates a variable that appears to be stable. 

SAMPLING utl8 d S  1 

In interpreting the plots, the rem to a steady state wil l  generally be indi- 
cated by a random scattering of data points about the prior avaage. The existence of 
patterns such as mns or trends suggests instabilij.. Patterns associated with seasonality 
and serial correlation should be consistent with those seen prior to remediation. At the 
very least, the average value for levels of contaminants after rrrnediafion should be lower 
than that prior to remediation. A mn below the prior average for antarninant level 
measures would certainly not be evidence that the ground water is not at steady state, since 
the whole point of the remediation effort is to reduce the level of contaxination. A trend 
downwards in contamination levels may be an indication that a steady state has not been 
reachcd. Nevertheless, if substantial evidence suggests that this dccline or an eventual 
leveling off will be dre future state of that contaminant on the site, tests fur attainment of the 
cleanup standards would be appmpriatc. 

' -. . 
. .  

I., 1 .  

On the other hand, if it seems that the average contamination level after 
remediation will be above the prior average or that there is a consistent trend upwards in 
contamination levels, it may be decided that the previous remediation efforts w m  not 
totally successful, and funha nmediation efforts must be undertaken. This may be done 
with a minimal amount of data,, if, based on the data available, it appears unlikely that the 
cleanup standard will be met. However, what should be taken into account is the relative 
cost of making the wrong decision .- Two costs should-be-weighed against each other-the - - - -- - 

cost of obtaining M e r  observations from the monitoring wells if it turns out ,that the 
decision to rcsumc remediation is made at a later date (the loss h u e  is in turns of time and 
the cost of monitoring up to the time that remediation actually is resumed) against the cost 
of resuming remediation when in fact a steady state would eventually have been achieved 
(the loss h a  is in tcrms of the cost of unnecessary cleanup effort and time). In addition, 
the likelihood of making each of these wrong decisions, as estimated based on the available 
infomation, should be incorporated into the decision process. 

_ _  __  _ _ _  
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F i p  7.3 Example of Apparent outliers 
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Figure 7.4 Example of a Six-point Upward Trend in the Data 
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Figure 7.5 Example of a Pam in the Data that May Indicate Upward Trend 
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Figure 7.6 Example of a Pattern in the Data that May Indicate a Downward Trend 
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F i w  7.7 Example of Changing Variability in the Data Over Ttmt 
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Figurc 7.8 Example of a Stable Situation with Constant Avaage and Variation 
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7.4.4 Assessing Trends via Statistical Tests 

The discussions in Section 7.4.3 considered graphical techniques for 
exploring the possible existence of trends in the data Regression techniques discussed in 
Chapter 6 provide a more formal statistical procedure for considaing possible trends in the 
data. 

Other formal procedures for testing for trends also exist. Gilben (1 987) 
discusses several of them, such as the Seasonal Kcndall Test, Sen's Test for Trend, and a 
Test for Global Trends (the original anicles in which thest tests axe described wen: Hirsch 
and Slack, 1984; Hirsch, Slack, and Smith, 1982; Famll, 1980; and van Belle and 
Hughes, 1984). 

The Seasonal Kendall Test provides a test for trends that rcmoves seasonal 

effects. It has been shown to be applicable in cascs where monthly observations have been 
gathered for at least three ycars. The degree to which critical values obtained from a n d  
table approximate the true critical values apparently has not been established for other time 
intervals of data collection--e.g., quarterly or semi-annually. This test would have to be 
carxied out for each monitoring well separately at a site. Sen's Test for Trend is a more 
sensitive test for detecting monotonic trends if seasonal effects exist, but requires more 
complicated computations if there arc missing data The Test far Global Trends provides 
the capability for looking at differences between seasons and between monitoring wells, at 
season-well interactions, and also provides an ovaall trend test All thne of these tests 
(the Seasonal Kendall, Sen's, and the Global tests) q u i r e  the assumption of independent 
observations. (Extensions of these tests allowing for serial corrtlations require that much 
more data be collected-for example, roughly 10 years worth of monthly data for the 
Seasonal _ _  _ _ .  Kendall ~ test extension.) If this assumpaon is viola@ these tests tend to indicate 
that a tItnd exists at a higher rate than specrfied by the chosen a level when it actually does 
not. Thus, these tests may provide useful tools for detecting trends, but the finding of a 
mnd via such a test may not necessarily represent conclusive evidence that a trend exists. 
Gilbert provides a detailed discussion of all thrtt tests as well as computer code that can be 
used for implementing the tests. However, this discussion dots not consider the power of 
these trend tests, i.e., the likelihood that such tests identify a a n d  when a mnd actually 
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exists is not addressed. If the power of these tests is low, existing nends m a y  not be 
detected in a timely fashion. 

7.4.5 Considering the Location of Wells 

In addition to assessing the achievement of steady statc in a well over time, 
it is also useful to consider the comparison of w a t a  and contamination levels aczoss mlls 
at given points in time. This can d l y  be done by constructing either (1) a scatter plot 
with water or contamination levels on the vertical axis and the various monitoring wells 
indica& on the horizontal axis, or (2) constructing a contour plot of concenPations or 
water levels across the site and surrounding BI# Commernal - computerprogramsare 
available for preparing contour plots In particular, See the discussion in Volumc 1 (Chapter 
10) on higing. If t h a t  arc large, unexpected diffmcnces in water or con tamination levels 
between wells, this may suggest that steady statc has not yet been reached. 

7.5 Summary 

Fmding that the ground water has returned to a steady state aftcr taminacing 
remediation efforts is an essential stcp in the establishment of a meaningful est of whether 
or not the cleanup standaFds have b e a ~  attained. Thae are uncertainties in the process, and 
to some extent it is judgmental. However, if an adequate amount of dam are carrfully 
gathered prior to beginning remediation and after ccasing remedm ' 'on,rwscmabledecisions 
can be made as to whether or not the ground wafer can be considered to have reached a 
state of stability. 

The decision on whether the ground watcr has reached steady state wil l  be 
based on a combination of statistical calculations, plots of data, ground water modeling, 
use of predictive models, and expat advice from hydrogeologists familiar with the site 
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Aftertheremedm ' 'on effort and after the ground water has achieved steady 
state, water samples can be collected to determine whether the contaminant concentrations 
attain the relevant cleanup standards. The sampling and evaluation period for making this 
attainment decision is represented by the unshaded partion in the figure below. 

Figurc 8.1 Example Scenario for Contaminant Measurements During Successful 
RemcdialAction 

Measured 
Ground 
Water 

Concentration 

1 2  

1 

0.8 

0.6 

0.4 

0 2  

0 

start 
Treatment 

Dab 

In this chapter statistical procedures arc presented for assessing the attain- 
ment of cleanup standards for ground water at Superfund sites. As discussed previously, 
the procedures presented arc suitable for assessing the time series of chemical concenna- 
tions measured in individual wells relative to a cleanup standard. Note that attainment 

rtmediation before rhe sampling fur assessing attainment begins. 
objectives, as discussed in Chapter 3,-must be_-specifcd by those managing the site - 

- 

The collection of samples for assessing attainment of the cleanup standards 
wil l  occur after the rcmedial acaon at the site has been completed and after a subsequent 
period has passed to allow transient affects due to the remediation to dissipate. This will 
allow the ground water concenaations, flows, and water table levels to rcach equilibrium 
with the smunding environment It will be important to continue to chart the ground 
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water data to monitor the possibility of unexpected departures from an apparent steady 
state. Some such departures arc illuspated in Figures 7.3 through 7.7. 

The attainment decision is an assessment of whether the post-cleanup 
contaminant concentrations arc acceptable compared to the cleanup szandard and whether 
thcy arc likely to remain acceptable. To asscss whether the contaminant umccnaarions arc 
likcly to remain acceptable, the statistical procedures provide methods for determining 
whether or not a long-tcrm average concentration or a long-term percentage of the weil 
water concenuation measummnts are below the established cleanup standards 

It is assumed in this chapterthat the periodic ar seasonal paaans in the data 
repeat on a yearly cycle. It may be that another, perhaps shorter, period of time would be 
appropriate. In such a case, the reference to wyearlyw averages may be adjusted by the 
readcr to reflect the appropiate period of timc for the site under considexation. In the text, 

mention of alternative "seasonal cycles or periods" indicates where such adjustments may 
be appropriate. 

This chapter pnscnts statiaical procedures for demmining whether: 

The mean concentration is below the clcanup standank or 

A selected percentile of all samples is below the cleanup standard 

fall below the cleanup standard?). 
(e.g., does the 90th percentile of the distribution of concenaations 

Many different statistical procedures can be used to asscss the artainment of 
the cleanup standard. Thc procedures presented h a c  have becn s c l d  provide 1.cason- 

able results with a small sample size in the presence of cmlatcd data They require 
minimal statistical background and experrise. If ocher procedures arc considered, consulta- 
tion with a statistician is recommended. In particular, in the unlikely event that the 
measurements ~ l r c  not serially camlaud, the methods presented in chapter 3 which assume 
arandom samplecan be d 

The piocedurcs presented are of two typcs: fued sample size tests are 
discussed in this chapter, and sequential tests arc discussed in Chapter 9. Figure 8.2 is a 
flow chart outlining the steps involved in the cleanup process when using a fixed sample 
size test. Section 8.6 discusses testing for mnds if the levels of contaminants arc 
acceptable. 
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Figure 8.2 Steps in the Cleanup Rocess When Using a Fixed S 

1 
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8.1 Fixed Sample Size Tests 

This chapter discusses assessing the attainment of cleanup standards using a 
test based on a predetermined sample size. For a fixed sample size test, the ground water 
samples arc collected on a regular schedule, such as every two months, for a predettnnincd 
number of years After all the data have been collemd, the data arc analyzed to determine 
whether the concentrations in the ground water attain the cleanup standard. Even if the 
initial measurements suggest that the ground water may attain the cleanup scandad, all 
samples must be collected b d a  the statistical test can be performed. An advantage of this 
approach is that the number of samples required to perform the statistical test wil l  be known 
before the sampling begins, making somc budgeting and planning tasks easier than when 
using a sequential test (Chapter 9). 

Three procedures arc presented for testing the mean when using fixed 
sample size tests. The first and second procedures use yearly averages concentrations. 
The first method, based on the assumption that the yearly means have a normal disuibu- 
tion, is recommended when then arc missing values in the data and the mjssing values arc 
not disuibuted evenly throughout the year. The second procedure assumes that the dism- 
bution of the yearly average is skewed, similar to a lognormal distribution, rather than 
symmemc. If then are few or no missing values, the second method using the log trans- 

formed yearly averages is recommended even if the data arc not highly skewed. The third 
method requires calculation of seasonal effects and saial comlations to determine the 
variance of the mean. Because the third method is sensitive to the skewness of the data, it 
is recommended only if the distribution of the residuals is reasonably symmetric. 
Regardless of the procedure used the sample size for assessing the mean should be deter- 
m i n d  using the steps described in Section 8.2.1. 

8.2 Determining Sample Size and Sampling Frequency 

whetha the calculation procedures used for assessing attainment use yearly 
averages or individual measurements, the formulas presented below for determining the 
required sample site use the characteristics of the individual obsavations. In the unlikely 
event that many years of observations arc available far estimating the variance of yearly 
average, the number of years of sampling (using the same sample frequency as in the 
available data) can also be determined from the yearly averages using equation (5.35). The 
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following sections discuss the calculation of sample size for testing the mean and testing 
proportions. 

8.2.9 Sample Size for Testing Means 

The equations for detumining sample size require the specification of the 
following quantities: Cs, pl, a, and b (set Sections 3.6 and 3.7) for each chemical under 
investigation. In addition, estimates of the d correlation @ between monthly observa- 
nons and the standard deviation a of the meamremenu arc required. For sample size 
determination, these quantities need not be precise. The procedures described in Section 
5.10 and 5.3 m y  be used to obtain rwgh estimatesof a and the saial conelalion. 

The total number of samples to collect and analyze fran each well is deter- 
mined by selecting the frequency of sampling within a year or scIIsocLal period and then 
determining the number of years or seasonal periods through which data must be collected. 
Given the values for 0, pl, a, and b, the steps for determining sample size arc provided 
in Box 8.1 and arc discussed below in more detail. 

Using previous data to estimate the serial correlation benvecn observations 
separated by a month is discussed in Section 5.3. Since these estimates will not be exact, 
they will require the following adjustment before calculating the sample size: If the 
estimated comlation is less than or qual to 0.1, a serial comlation between monthly 
observations of 0.1 should be assumed when determining the frequency of sampling. The 
higher the serial comlation, the larger will be the recommtndcd time intaval between 
samples. 

From cost records or budget projections, estimate the ratio of the annual 
overhead cost of maintaining sampling operations at the site to the unit cost of collecting, 
processing, and analyzing one ground water sample. Call this ratio SR. This ratio will be 
used rn obtain a preliminary cstima~ of the sampling fqucncy. 

- 
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Box 8.1 
S t ~ p s  for Dcunnining Sample Sizc for Testing the Mcan 

Dermnine the estimates of u and 9 which descTibe the data Denotc 
these estimatcS by band 8. 
Estimate the ratio of the annual overhead cost of maintaining 
sampling operations at the site to the unit cost of collecting, process- 
ing, and analyzing one p u n d  water sample. Call this ratio SR. 

B a d  on the values of $R and $, use Appendix Table A.4 to deter- 
mine the approximate number, np of samples to collect per year or 
seasonal period. The value np may be modified based on site- 
specific considerations, as discussed in the text 

The sampling fnquency (i.e., the number of samples to be taken per 
year) is np or 4, whichever is larger. Denote this sampling 
frequency as n. Note that, under this rule, at least four samples per 

For given values of n and 4, determine a "variance factor" from 
Appendix Table A.5. Denote this factor by F. For example, for 
8 = 0.4 and n = 12, the factor is F = 5.23. 

A preliminary estimate of the required number of years to sample, 
q, is 

year per sampling well wil l  be collected 

where zl+ and z arc the critical values h m  the nOrmal distribu- 
tion with probabiks of 1 4  and 1-p (Table A.2). 

The number of years of data will be denoted by m and will be 
determined by rounding q to the next highest integer. The total 
number of samples per well will be N=nm. 

Appendix Table A.4 shows the approximate number of obsavations per 
year (or period) which will result in the minimum overall cost for the assessment (see 
Appendix F for the basis for Table A.4). Note that the sampling muarcis givar in Table 
A.4 arc approximate and arr: based on numerous assumptions which may only approximate 
the situation and costs at a particular Supafu,d site. Using the table requires knowledge of 
the serial correlations between obsmations separated by one month (or one-twelfth of the 
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seasonal cycle) and the cost of extending the sampling period for one more year relaave to. 

taking an additional ground water sample. 

Find the column in Table A.4 that is closest to the estimate of $R being 
used. Find the row which most closely comsponds to $. Denote the tabulated value by 
np. For cxample, suppose that the cost ratio is estimated to be 25 and (b = 0.3. Then from 
Table A.4 under the fihh column (ratio = 20), n,, = 9. Since the costs and serial comla- 
tions will not be known exactly, the sample firequcncies in Table A.4 should be considered 
as suggested frequencies. They should be modifkd 00 a sampling frequency which can be 
reasonably implemented in the field. For cxample, if collecting a sample way month and a 
half (9 4) will allow easy coordination of schedules, % can be changed from 9 to 8. 

For determination of sample frequency, these quantities need not be precise. 
If thm arc several compounds to be measured in each sample, calculate the sample 
frequency for each compound. Use the average sample frequency for the various 
compounds. 

It is recommended that at least four samples per year (or seasonal period) be 
collected to reasonably reflect the variability in the m c a s d  concentration within the year. 
Therefore. the sampling frequency (i.e., number of samples to be taken per year) is the 
maximum of four and n,,. Denote the sampling frequency by n. Note that, under this rule, 
at least four samples per year per sampling well will be collected. 

As more observations per year arc collected, the number of years of 
sampling required for assessing attainment can be reduced. However, thm arc limits to 
how much the sampling time can be reduced by increasing the number of obsmations per 
year. If the cost of collecting, processing, and analyzing the ground water samples is very 
small compared to the cost of maintaining the overall sampling effort, many samples can be 
collected each yuu-and the Primary cost of the assessment sampling will be-associated with 
maintaining the assessment effort until a decision is reached On the ocher hand, if the cost 
of each sample is v a y  large and a monitoring effort is to be maintained at the site regardless 
of the attainment decision, the costs of waiting for a decision may be minimal and the 
sampling frequency should be specified so as to minimiZe the sample collection, handling, 
and analysis costs. It should be noted that it is assumed that the ground water remains in 

- -  

stcady slate throughout the period of data collection. 

8-7 

, 



I CHAPTZR 8: ASSESSING ATTAINMENT USING FIXED SAMPLE SIZE TESTS 

The frtquency of sampling discussed in this document is the simplest and 
most straightforward to implement: determine a single time intaval between samples and 
select a sample at all wells of intacst after that period of time has elapsed (e.g., once every 
month, once evay  six weeks, once a quarter, etc.). However, thm are other approaches 
to dcttrmining sampling hquency, for example, site specific dam may suggest that timc 
intnvals should vary among wells or groups of wells in orda to achieve approximately the 
samc precision for each well. Considering such approaches is beyond the s c o p ~  of this 
document, but the inttrested &adcr may nfmnce such articles as Ward, Loftis, Niekn, 
and Andason (1979), and Sanders and Adrian (1978). It should be n d  that these arti- 

cles arc oriented around issues related to sampling surface rather than ground water but 
many of the general principles apply to both. In g e n d ,  consultation with a statistician is 
rcaosncnded when establishing sampling procedk. 

Use the sample frequency per year, the estimated serial cornlation between 
monthly obscwations, and Appendix Table A S  to determine a "variance factor" for esti- 
maring the required sample size. For the given values of n and @, determine the variance 
factor in Table A.S. Denote this factor by F. Far example, for 4 = 0.4 and n = 12, the 
factor is F = 5.23. For values of $ and n not listed in Table A.5, interpolation between 
listed values may be used to determine F. Alternatively, if a conservative approach is 
desired (Le., to take a larger sample of data), take the smaller value of F associated with 
listed values of 8 and n. For values outside the range of values c o v d  in Table A.5, scc 
Appendix E 

A preliminary estimate of the required number of years of sampling, q is 
given by equation (8.1). The first ratio in this equation is the estimated variance of the 
y d y  average, aZ, = E.  he final addition of 2 to the sample size estimate impves the 
estimate with small sample sizes (see Appendix F). 

Because the statistical tests q u i r t  a full year's worth of data, the number of 
years of data collection, xq, is rounded to the next highest integer, m Thus, n samples 
will be collected in each of m yean, fora total number of samples per well of N where N is 
the product rn% An example of using these procedures to calculate sample s k  for testing 
the mean is provided in Box 8.2. 
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Box 8.2 
Example of Sample She Calculations for Testing the Mean 

Suppose thab for a = .01, it is desired to detect a difference of .2 ppm 
frwn the cleanup standard of .5 ppm (for example: Cs = 3, = .3) with a 
power of .80 (Le., B = 20). Also suppose that the ratio of annual overhead 
costs to per-unit sampling and analysis costs (S ) is close t~ 10. Funha, it 

Table A.4 gives np = 9. For np = 9 and 4 = .20, F = 7.17 from Table A.5. 
Frrrther, using equation (8.1): 

iS C S t i m a t d  that 8 z.43 and 4 = a. Then forb = .m and =St&) = 10, 

to determine the number of ycars, w, to collect data, we find 

whcrc 21-B = .842 and zl* = 2.326, as can be found from Table A 2  or any 
Ilonnal probability cable. 

Rounding up gives a sampling duration of nine years and a total sample size 
of 9*9= 81 samples. 

8.2.2 Sample Size for Testing Proportions 

The testing of proportions is similar to the testing of means in that the 
average coded obsavation (e.g.. the proporcion of samples for which the cleanup standard 
has been exceeded) is compared to a specified proportion. The method for determining 
sample size described below works well when there is a low correlation between observa- 
tions and no or small seasonal patterns in the data. If the correlation between monthly 
06SerVaiions is hi& or there arc l e e  seasorid changes in the m&s-ments, then consul- 
tation with a statistician is recommended. If the paramcttr to be tested is the proportion of 
contaminated samples from either one well or an array of wells, one can determine the 
sample size for a fixed sample si= test using the procedures in Box 8.3. Thcse procedures 
for determining sample size require the spa5ficaaon of the following quantities: a, p, PO( 
and P1 (scc Section 3.7 and Section 54.1). In general, many samples arc nquircd for 
teaing when testing small Proparrions. 

8-9 



CHAPTER 8: ASSESSING AlTAINMENT USING FIXED SAMPLE SIZE TESTS 

Box 8.3 
Dettrmining Sample S i z c  for Testing hportiuns 

Compute the&timates of u and 0 which describe the mewremats 
(not the coded values). Denote this estimates by 6 and $m. 

~ e t  4 = 2.5’ (0 is the estimated cornlation between the coded 
obsavations). 

Estimate the ratio of the annual overhead cost of maintaining 
sampling optrations at the site to the unit cost of collecting, pro- 
cessing, and analyzing OM pound water sample. Call this ratio &. 

bl 

Based on the values of SR and 4, rise Table A.4 to determine the 
approximate number, np of samples to collect per year or seasonal 
pcriod. Based on site-specific considerations, . .  the value ”p may be 
lLlodificd to anumber which is adrmntsaati vely convtnicllt 

The sampling frequency (i.e., the number of samples to be taken per 
year) is np ur 4, whichever is larger. Denote this sampling 
frequency as n. Nocc that, under this rule, at least four samples pa 
year pcr sampling well will be collected 

For given values of n and 8, determine a “variance factor” from 
Table A5. Denote this facux by F. 

For given values of F, a, p, Po, and Pl a prrliminary 
estimatc of the number of ycan to sample is 

when t l ~  and t14 arc critical values from the normal distribution 
associami with probabilities of 1-a and 16 (Appendix Table A.2). 

10 10 I f q i s  less than- use q -=instead. Equation (8.2) is an 
adaptarion of (8. I), using equation (5.25) of Chapter 5. 

?he number of years of data will be d c n d  by m, and will be 
dctamincd by rounding q to the next highest integer. ’Ihe total 
number N of samples pa well will be N=nm. 

h .  .. 
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8.2.3 An Alternative Method for Determining Maximum Sampling 
Frequency 

The maximum sampling frequency can be determined using the hydmgeo- 
logic parameters of ground water wells. The Datcy equation (Box 8.4) using the hydraulic 
conductivity, hydraulic gradient, and effective porosity of the aquifer, can be used to 
determine the horizontal component of the average linear velocity of ground water. This 
method is useful for detamining the sampling frtquency that allows sufficient time to pass 
between sampling events to ensurc, to the grcatcst extent technically feasible, that t h m  is a 
complete exchange of the water in the sampling well between collection of water samples. 
Although samples collected at the maximum sampling frequency may be independent in the 
physical sense, statistical independence is unlilcdy. Other factors such as the effect of 
contamination history, r eda t ion ,  and seasonal influences can also result in comlations 
over time periods greater than that required to flush the well. As a result, we recommend 
that the sampling frequency be less than the maximum frequency based on Darcy's 
equation. Use of the maximum frequency can be approached only if estimated comlations 
based on ground-water samples arc close to zcro and the cost ratio, $R, is high. A detailed 
discussion of the hydrogeologic components of this procedure is beyond the scope of this 
document. For further information refer to - - W m  . .  . .  (BarcelOM et d., 1985) OT -S Of 

(U.S. EPA, 1989b). 

Box 8.4 
Choosing a Sampling Interval Using the Darcy Equation 

The sampling frequency can be bascd on estimates using the average linear 
velocity of ground water. The Darcy equation relates ground water velocity 
(V) to effective porosity (Ne), hydraulic gradient (i), and hydraulic 

-cQnductivityQ: - - -  - - - - - - - - - - - - - - - - 

,,oc.i) 
Ne 

The values' for k, i, and Ne can be determined from a well's hydrogeologic 
characteristics. The time required for ground water to pass through the well 
diameter can be deunnined by dividing the monitoring well diameter by the 
average linear velocity of ground water 0. This value represents the 

time intcrval q u i d  between sampling mats which might yield 
an independent p u n d  water sample 

8-1 1 . I _ _  . 
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8 .3  Assessing Attainment of the Mean Using Yearly Averages 

When using yearly avaages for the analysis, the effects of strial comelation . 
can generally be i g n d  (except for exume conditions unlikely to be encountmd in 
ground water). For the procedures discussed in this section, the variance of the observed 
ycarly averages is uscd to estimate the variance of the o v d  average concentration. Fmt, 
data are collected using the guidelines indicated in Chapter 4. Values n c d e d  below the 
detection limit should be rtcorded according to the procedures in Section 2.3.7. Wells can 
be rested individually or a group of wells can be tested jointly. In the latter case, the data 
for the individual wells at each point in time arc used to produce a summary measure (e.&, 
the mean or maximum) far the group as a whole. s ,  

Two calculation procedures for assessing attainment arc described below. 
Both pllocedures use the yearly average concentrations. The first is based on the assump- 
tion that the yearly averages can be described by a (symmeaic) nonnal distribution. 'Ibis is 
based on a standard t-test described in many statistics books. The second procedure uses 
the log transfomcd yearly averages and is based on the assumption that the distribution of 
the yearly averages can be described by a (skewed) lognormal distribution. Because the 
second procedure performs well even when the data have a symmetric distribution, the 
second method is recommended in most situations. Only when there are missing data 
values for which the sampling dates arc not evenly distributed throughout the year and there 
is also an a p p m t  seasonal pattan in the data is thc firstprocedun rtcornmcnded. 

The calculations and procedures when using the unpansformcd yearly 
averages arc described below and summanted ' in Box 8.5. This procedure is appropriate in 
all situations but is not prcfared particularly if the data an highly skewed. The calcula- 
tions can be used (with some minor loss in efficiency) if a some obsavations arc missing. 
If the proportion of missing observations varies considerably from season to season and 
there arc differences in the average measurements among scasons, consultation with a 
statistician is recommended. If thm are few missing values and the data arc highly 
skewed, the procedures described in Box 8.12 which usc the log uansfonmd yearly 
averages are & 
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Box 8.5 
Steps for Assessing Attainment Using Ycarly Averages 

Calculate the yearly averages (see Box 8.6) 
2 Calculate the mcan, Em, and variance, sx, of the yearly averages 

(see Box 8.7) 

If t h m  arc no missing observations, set - -  X=Km (8.4) 

Otherwise, if there arc missing observations calculate the seasonal 
averages and the mean of the seasonal averages, Ems, (Box 8.8) 
and set - .  - -  x = K m  . 

where TI is the mean to be compared to the cleanup standard. 

Calculate the upper 1-a percent one-sided confidence intaval for the 
mean, TI. (Box 8.9) 

Decide whether the ground water attains the cleanup standards 
(Box 8.10). 

. .  

. .  

Use the formulas in Box 8.6 for calculating the yearly averages.' If there arc 
missing obstrvations within a year, average the non-missing observations. Using the 
yearly averages for the staristical analysis, calculate the mean and variance of the yearly 
averages using the equations in Box 8.7. The variance will have degrees of M o m  equal 
to one less than the number of years over which the data was collected. 

If t h m  arc no missing obstrvations, the mean of the yearly averages, Em, 
will be compared to the cleanup standard for assessing anainment If however, then are 
missing observations, the mean of the yearly averages may provide a biased estimate of the 
average concentation during-he sample period. This wil l  be true if the missing observa- 
tions occur mostly at times when the concentrations arc generally higher or lower than 
throughout most of the year. To c o m t  for this bias, the average of the seasonal averages 
will be compared to the cleanup standad when t h m  arc missing obsavations. Box 8.8 
pr~ndes equations far Calculating the scasod avmges and Em, the mean of the seasonal 
averages. Using TI to designate the mean which is to be c o m p a d  to the cleanup stan- 

set TI = Em if them arc no missing obsmations, otherwise set TI = &,s. 

~ - - _  * - _ _  - -  _ _  

L 
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Box 8.6 
Calculation of the Yearly Averages 

h t  x~ = the uuasurtmena from an individual well or a combined measme 
from a group of wells obtained for testing whether the mean attains the 
cleanup standard; xjk represents the concentration for season j (the jth 
sample collection time out of n) in year k (when data is collected for m 
Y-* 
For each year, the yearly average is the avcrage of all of the obscwations 
. taken within the year. If the results for one or more sample times within a 
year are missing, calculate the avuage of the noa-missing obsavations. 

If there are nk (nk S n) non-missing obsmations in year k, the yearly 
average, Itkt is: 

whae the summation is over all non-missing obsavations within the year. 

Box 8.7 
Calculation of the Mean and Variance of the Yearly Averages . '  

The mean ofthe yearly averages, Fm is: 

(8.7 j 

where 2, is the yearly average for year k and the summation COVQS m years. 

n e  variance of the yearly averages, s i *  can be calculated using either of the 
two equivalent equations below: 
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Box 8.8 
Calculation of Seasonal Averages and the Mean of the Seasonal Avcxages 

For the n sample collection times within the year, the jth seasonal average is 
the average of all the measurements taken at the jth collection h e .  If t h a  
is a missing observation, the measurement from the jth sample collection 
timc may be different h m  the jth sequential measurement within the year. 
Note that observations below the detection limit should be replaced by the 
detection limit and are not counted as missing observacion~ 

' For all collection times j, from 1 to n, within each year, calculate the 
scasonal avcxagc, j z . ,  w h a  the number of observations at the jth collection 
time is m. 5 m. I t  there arc missing obscrvations, sum over the mj non- 
missing observations. 

The mean of n seasonal averages is: 
1 "  

j=l x 4  t x m  =- (8.10) 

Using the mcan which is to be compared to the cleanup standard, E, and the 
standard deviation of the mean calculated from the ycariy averages, calculate the upper one 
sided 1-a percent confidence interval for the mean using equation 8.1 1 in Box 8.9. The 
standard deviation is the square mot of the variance calculated from equation (8.7). 
Calculation of the upper confidence interval requires use of a, specified in the attainment 
objectives, and the degrees of M o m  for the standard deviation, the number of years of 
data minus one, to determine the relevant t-statistic from Table A. 1 in Appendix A. If the 
lower one-sided confidence limit is desired, replace the plus sign in equation (8.1 1) with a 
minus sign. 

-Finally, if the upper one-sided confidence inttrval is less than the c1ea;nup 
- 

standard and if the conccntratiOllS are not i d g  over timc, decide that the tested grwnd 
water attains the cleanup stanchd. If the ground water from all wells or groups of wells 
attains the cleanup standard then conclude that the ground water at the site attains the 
cleanup standard. The steps in deciding attainment of the cleanup standard arc shown in 
Box 8.10. 
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Box 8.9 
Calculation of Uppa One-sided COnMence Limit for the Mean 

The uppa one-sided coIlfidwlcc limit is: 

(8.1 1) 

whcre iz is the mean level of contami&on,.and sjl is the square root of the 
variance of the yearly mc811s. The degrees of M o m  associated with st is 
m-1, and the appropriate value of tla-l can be obtained from Table A.1. 

Box 8.10 
Deciding ifthe Tested Ground Water Attains the Cleanup Standard 

If pus < Cs, conclude that the average ground water concentration in the 
well (or group of wells) aaains the cleanup standard 

If the average ground water concentration in the wells is less than the 
cleanup standard, perform a trend test using the regression techniques 
described in Chapter 6 to determine if thm is a statistically significant 
inmasing trend to the yearly averages over the sampling period (also see 
Section 8.6). Note that at least 3 yean' worth of data are required to iden- 
tify a uend. If there is not a statistically significant increasing trend, 
conclude that the ground water attains the cleanup standard (and possibly 
initiate a follow-up monitoring program). If a significant trend docs exist, 
rtsumc samplingornconsidcrtrcaanenteflectivcncss. 

If pu0 2 Cs, conclude that the average ground water concentration in the 
wells does not attain the cleanup standard 

When the data are noticeably skewed, the calculation procedures in Box 
8.12 (using the log uansfonned yearly averages) are recommended mer rhose in Box 8.5. 
Because the proccdms in Box 8.12 also perform well when the data have a symmetric 
distribution, these procedures art g e n d y  recommended in all cases where t h m  are no 
missing data Thae is no easy adjustment fa missing data when using the log transformed 
yearly averages. Thdcm, if the number of observations per sC(Is0n (month ea.) is not 
the samc for all seasons and if t h a t  is any seasonal paam in the data, use of the proce- 
dures in Box 8.5 is rtcommendcd. 
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Box 8.11 
Example of Assessing Artainrnent of the Mean Using Yearly Avnagts 

To test whether the cleanup standard (Cs = 0.H)) has been attained for a 
particular chemical, 48 ground water samples w a e  collected for four years 
at monthly intervals. All 48 ground water samples were collected and 
analyzed, and three values which were below the detection level w e n  
replaced in the analysis by the detection limit Based on the sample data, the 
overall mean concentration was determined to be .330 ppb. The come- 
spondingycarlymans waecomputedas: XI = .31; X2 = -32; X3 = .34; 
and z4 = -35.  he variance of the yearly means is $ = .000333. 

The one-sided 99 parxnt confidence inmal  extends from zero to 

Since the cleanup standaxd is Cs = 0.5 ppm, the average is significantly less 
than the cleanup standard. However, the yearly averages arc consistently 
increasing and regression analysis indicates that the mnd is statistically 
significant at the 5 percent level (p = .0101). Thenfore, it cannot be 
concluded that the aaainmcnt objectives have been achieved. If the present 
ucnd continues, the concentrations would exceed the cleanup standard in 
about 10 yean. Possible options include continued monitoring to determine 
if the trend will continue or to reassess the ucarmcnt effectiveness and why 
the upward mnd exists. 

The calculations when using the log transformed yearly averages arc slightly 
more difiicult than when using the unpansfarmed yearly averages. After calculating the 
yearly averages, the natural log is used to transform the data. The transformed averages arc 
then used in the subsequent analysis. The upper codidence interval for the mean concen- 
tration is based on the mean and variance of the log tansformed yearly averages. The 
formulas am based on the assumption that the yearly averages have a log normal 
disaibutiC#L- 

- - __ - -  
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Box 8.12 
Stcps for Assessing Aaainmtnt Using the L q  Trans fond  Yearfy 

Averages 

(1) 

(2) 

(3) 

calculaoc the yearly averages (see Box 8.6) 

calculate the natlpal log of the yearly averages (see Box 8.13) 

y d y  averages (see Box 8.14) 
calculate the mean, i m ,  and variance, s:, of the log Bansformed 

(4) 

(5) 

catculatc the upper 1-a pen#lt one-sided confidence interval for the 
overall mcan. (Box 8.15) 

Decide whether the ground water attains the cleanup standards 
(Box 8.10). 

Use the formulas in Box 8.6 for calculating the yearly averages. If there are 
missing observations within a year, average the non-missing observations. Calculate the 
log transfanned yearly avaages using equation (8.12) in Box 8.13. The natural log nans- 
fonnation is available on many calculators and computers, usually designated as 'IN", 
"ln", or "lo&." Although the equations could be changed m use the base 10 logarithms, 
use only the base e logarithms when using the equations in Boxes 8.13 through 8.15. 
Calculate the m c ~ n  and varianct of the log transformed yearfy avaagcs using the equations 
in Box 8.14. The variance will have degrees of freedom equal to one less than the number 
of years over which the dam was collected 

Box 8.13 
Calculation of the Nanrral L q s  of the Yearly Averages 

7hc nand log of the yearly average is: I 
(8.12) 
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Box 8.14 
calculatiorr of the Mean and Variance of the Naaaal Logs ofthe Yearly 

Avaagcs 

?he average of the m log transfarmcd yearly averages, fm: 

m e  variance of the log mnsfomx~ yearly averages, 5: - 

(8.13) 

(8.14) 

Calculate the upper one sided 1-a percent confidence interval for the mean 

using equation 8.x in Box 8.15. Calculation of the upper confidence intcrval requires use 
of a, specified in the attainment objectives, and the degrees of fmrEom for the standard 
deviation, the number of years of data minus one, to determine the relevant t-statistic from 
Table A2 in Appendix A. If the lower one-sided confidence limit is desired, replace the 
second plus sign iqcquation (8.15) witt~ a minus sign. 

F d y ,  if the upper one-sided confidence intaval is less than the cleanup 
standard and if the log transfimnai concentrations arc not increasing over time, decide that 
the tcstcd ground water attains the cleanup standard If the ground water from all wells or 
groups of wells attains the cleanup standard then conclude that the ground water at the site 
atfains the cleanup standard. The steps in deciding attainment of the cleanup standad arc 
shown in Box 8.10. 

- -~ - -  - -  

.-. 

8-19 



CHAFTkR 8: ASSESSING AlTAINMENT USING FIXED SAMPLE Sm TESTS 

Box 8.15 
calculation of the Upper COnMcncc Limit for the Mean Based on Log 

TransformadYdyAverages 

ne uppa om-sided confiden# limit f a  the mean is: 

w h m  the degrees of freedom @r) associated with s is m-1, and the 
appropriate value of t l - - - ~  can be obtained from T d l e  A.l. The term 

under the squarc root is the variance of jm t and was calculated from the 
variance of the two tams, which arc independent if the data have a lognor- 
mal distribution. 

2 9 

. 8 .4  Assessing Attainment of the Mean After Adjusting for Seasonal 
Variation 

This section provides an altcmatin procedure for testing the mean concen- 
tration. It is expected to provide more 8ccur~tc results with large sample sizcs, correlated 
data, and data which is not skewed. Because this procedure is sensitive to skewed data, it 
is r#.xrmmcnded only if the distribution of the residuals is muonably ,symmuic. 

After the data have been collected using the guidelines indicated in 
Chapter 4, wells can be tested individually or a group of wells can be tested jointly. In 
the l a m  case, the data for the individual wells at each point in time am used to produce a 
summary measure for the group as a whole. This summary measure may be an average, 
maximum, or some other measure (set Section 2.33). Thesc summary measurts will be 
averaged over the entire sampling period. The tests for attainment and the comsponding 
calculations required when removing seasonal averages arc described next 

TkcalculaWMs . and procedures when using the mtan adjusted for seasonal 
variation rn described below and summarized in Box g.16. This procedure is not rccom- 
mended if thedata arc noticeably skewed. The following calculations and procedures 
appropriate if the number of obsavations pcr'ycar is the same far all years. Howcvcr, they 
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can st i l l  be used (With some minor loss in efficiency) if a few obscrvations arc lost as long 
the loss is not concentrated in a particular season (note example in Section 8.3). If the 

proportion of missing observations varies considaably from scason to ScIISoII, consultation 
with a statistician is recommended. If the data arc obviously skewed. the procedures 
described in Box 8.15 which use the log uansfcxmcd yearly avuagcs arc ncammcnded 

Box 8.16 
Steps for Assessing Attainment Using the Mean After Adjusting for 

scasonalvariation 

(1) Calculate the seasonal averages and the mean of the seasonal 
averages, Ems, (BOX 8.8) 

(2) Calculate the deviations from the seasonal averagcs (residds) (Box 
8.17) 

(3) 

(4) 

Calculate the variance, 4 of the residuals (see Box 8.18) 

Calculate the lag 1 scrial correlation of the residuals using equation 
i8.18) in Box 8.19. Denote the computed serial correlation by 

Calculate the uppcr 1-a percent one-sided confidenoe intcrval for the 
mean, i. (Box 8.20) 

b b s -  

(5) 

(6) Decide whether the ground water attains the cleanup standards 
(Box 8.10). 

2, 

Use the fonnulas in Box 8.8 for calculating the seasonal averages and the 
mean of the seasonal averages. If there arc missing obsavations within a season, average 
the non-missing obsmrations. Calculate the residuals, the deviations of the measurements 

how to calculate the variance of the residuals. The variance wi l l  have degrees of freedom 
qual 00 the number of mcILSunmentS less the number of seasons. calculate t ie  serial 
cornlation of the residuals using equation (8.18) in Box 8.19. If the serial correlation is 
less than ~CID, use zero whcn calculating the confidence interval. 

_ _ _  - - -  ---- from - -  the - -  respcccvcs~-nal-lans - using equation (8.16) in.Box 8.17.- Box 8.18 shows - -  
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Box 8.17 
Calculation of the Residuals 

From each sample obsmaaon, subtract the carresponding seasonal m ~ a h  
That is, compute the , e*, the deviation from the scasonal mcan: 

I . '  
e* = x*-Rj. (8.16) 

Box 8.18,. 
calculation of the Variancc ofthe Residuals 

Calculate the variance of the residuals e3 after' adjustments for possible 
Seasonal differences: 

(8.17) 

Alternatively, the ANOVA approach dc;cribed in Appendix D can be used 
OD compute the required variance. 

Box 8.19 
Calculating the Scrial Correlation fiun the Residuals After Removing 

SeasonalAveragcs 

?he sample estimate of the said carrelation of the residuals is 

N 

i- 1 

(8.18) 

Whm +, i - 1,2 ...a arc the residuals after removing scllsonal averages, 
in the tinreader in which the samples waeo~llected. 
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Using the mean of the seasonal averages and the standard deviation of the 
mean, calculated from the residuals, calculate the upper one sided 1-a percent confidence 
interval for the mean using equation (8.19) in Box 8.20. The standaxd deviation is the 
square IDO~ of the variance calculated from equacion (8.17). If the observed serial correla- 
tion is less than zero, use zero in equation (8.19). Calculation of the upptr confidence 
interval requires use of a, specified in the attainment objectives, and the degrees of 
f;ctdom for the standard deviation, the number of years of data minus one, to detumine the 
relevant t-statistic fIom Table A 2  in Appendix A. If the lower one-sided confidence limit 
is desired, replace the plus sign in equation (8.19) with a minus sign. 

BOX 8.20. 
Calculation of the Upper ConMcnce Limit fk the Mean A k r  Adjusting for 

seasonalvariation 

calculation of the upper one-sided COnMarct Limit 

(8.19) 

where X is the computed mean level of contamination computed from 
equation (8.8), and s is the square mot of the variance of the observations 
taking into account possible seasonal variation as computed from equation 
(8.17). The degxets of freedom, Df, assomud * with s is M = y, and the 
appropriate value of tl-arpf can be obtained from Table A.l. If$,,b is less 
than zero, set 8ds to zero. For the derivation of the tam under the square 
root, see Appendix F. 

8-23 



CHAPTER 8: ASSESSING AITAINMENT USING FIXED SAMPLE SIZE TESTS 

Box 8 2 1  

Table 8.1 and Figure 8.3 show hypothetical arscnic measurements for 
g r o d  warcr samples taken at quarterly intends for four ycars. Far these 

adjusted arsenic measurements labeled “residuals,” shown in the last 
column of the table, arc obtained by subtracting the seasonal means from the 
original obsenmions. 

The estimated variahce of the data, taking into account possible seasonal 
= .163 (equation (8.1 1)) with 4 (i.e. ’F I 13) 3 

degrces of freedom, and the corresponding auto comlation is &,br = -37 
(q. 8.18). 

The upper one-sided 90 pacent ConMence interval extends from zero to 

Example Calculationof ConMenCc Intavals 

daea, the f- seas~nal (quartniy) 6.688; 22 = 6.013; Z3 
= 5.078; and 24 = 5.878, and the O V ~  m~811 is X = 5.914 ppb. The 

a: 

* differences, is s2 = 

5.914 + 1.533 -4m 1+.37 = 6.142 ppb. 
416 

If the cleanup standard were 6 ppb, it would be concluded that the ground 
water has not attained the cleanup standard 

t 

Figure 8.3 Plot of Arsenic Measurements for 16 Ground Water Samples (see Box 
8.21) 

Aroonle Yoaouromont~: 1984-1987 

8.00 1 

1 .oo =: 0.00 0 1 2 3 4 5 8 7 8 0 1 0 1 1 1 2 1 3 1 4 1 5 1 ~  

nmbrauutrr 
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Table 8.1 Arsenic measurtmena (ppb) for 16 ground water samples (see Box 8.21) 

Arsenic 
Year Mcasmmcnt Residual 

1984 1 6.40 -.288 
1984 2 5.9 1 -.lo3 
1984 3 4.5 1 -.568 
1984 4 5.57 -.308 - 

1985 1 7.21 .522 
1985 2 6.19 .177 
1985 3 4.89 -.188 
1985 4 5.5 1 -.368 

1986 1 , 6.57 -.118 
1986 2 5.70 -.313 

1986 4 5.87 -.008 
1986 3 5.32 .242 

1987 1 6.57 -.118 
1987 2 6.25 .237 
1987 3 5.59 .5 12 
1987 4 6.56 .a2 

8.5 Fixed Sample Size Tests for Proportions . 

Ifthc parameter 00 be tasted is the proponion of contaminated samples from 
either one well or an array of wells, the sample collection and analysis pmcedurcs are the 
same as thosc outlined above f a  tcsting the man with the following changes: 

0 To apply this nonparamcmc test, each measurement is either coded 
"1" (the actual measurement was equal t~ or above the relevant 
cleanup standard Cs), or "0 (below Cs). The statistical analysis is 
based on the resulting coded variable of 0's and 1's. 

is appropriate for the calculations. Do not use the calculation procc- 
dum which correct forthe seasonal pattcrn in thedata and & saial 
carelation of the residuals or which usc the log uansformtd data. 

- -  
~ _ _  - - -  - -  

0 - Only the analjsis p%xcdure which used yearly averages, in Box 8.6 

0 Sec Section 8.22 for procedures far estimating the sample size. 
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8.6 Checking for Trends in Contaminant Levels After Attaining the 
Cleanup Standard 

Once a fwed sample size statistical est indicates that the cleanup standard 
for the site has been met, there remains one final coacm. The model we have used 

assumes that ground water at the site has reached a steady statc and that thm is no Ic8sQn 
to bclicve that contaminant levels will rise above the cleanup standard in the future. We 
need to check this assumption. Regression models, as discussed in Chapter 6, can be used 
to do so. By establishing a simple regression model with the coataminant measure as the 
dependent variable and time as the independent variable, a test of signifxmce can k made 
as to whether or not the estimated slopc of the xesulting linear model is positive (set Section 
6.1.3). S c a m  plots of the data will p v e  useful in assessing the modeL When using the 
yearly averages, the regression can be paformed wiihout adjusting for serial cornlation. 

To minimizc the chance of inconed y concluding that the ~ t r a t i O l l s  arc 

increasing over time, m recommend that the alpha level for testing the slope (and selecting 
the t statistic in Box 6.11) be set at a small value, such as 0.01 (one percent). If, on the 
basis of the test, t hae  is not significant evidence that the slope is positive, then the evidence 
is consistent with the preliminary conclusion that the ground water in the well(s) attains the 
cleanup standard. If the slope is significantly greater than zero, then the concern that 
contaminant levels may later exceed the clcanup standaxd still  exim and the assumption of a 
steady statc is called into question. In this case, funher consideration must be given to the 

efforts. reasons for thisapparent increase and, perhaps, to additional rcmcdmm 
. .  

8.7 Summary 

This chapter presented the procedures for assessing attainment of the 
cleanup standards for ground water measurements using a fixed sample size test. The 
testing procedures can be applied to samples from either individual wells or wells tested as 
a p u p .  These procedures are used after the ground water has achieved steady state. Both 
parametric and nonparametric methods for evaluating attainment lltr discussed. If the 
ground w a t ~  at the site is judged t~ atrain the cleanup standards because the concenaations 
arc not increasing and the long-term average is significantly less than the cleanup standard, 
follow-up monitoring is recoavnended to check that thc stcady state assumption holds. 
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9. ASSESSING ATTAINMENT USING SEQUENTIAL 
TESTS 

Afta the llemediation effm has been tQminatcd and the ground water has 
achieved stcady state, ground water samples can be collected to determine whether the 
resulting concentrations of contaminants attain the relevant cleanup standards. The 
sampling and evaluation period for making this attahmcnt decision is represented by the 
unshaded portion in the f i p  below. 

Figurc 9.1 Example Scenario for Contaminat Measurements During Successful 
RcmcdialAction , 

Measured 
GfOUnd 
Water 

Concentration 

1 2  

1 

0.0 

0.6 

0.4 

0 2  

0 

Start 
Treatment 

In this chapter statistical procedures am presented for assessing the attain- 
ment of cleanup sEBndards for ground water at Supeifund sites using sequential staristical 
tests. Notc that attainment objectives, as discussed in Chapter 3, must be specified bcforc 
the sampling fa d g  attainmtnt begins. 

_ _  _ _  - 

The collection of samples for assessing Bttltinment of the cleanup standards 
will occur after the Icmtdial action a! the site has been completed and aha a subsequent 
mod has passcd to allow transient affects due to the rtmtdiatioll to dissipate. The attain- 
ment decision is an assessment of whether the remaining contaminant concentrations arc 
-table c0mp81cd the Cleanup standard and whetha they arc lilrely to remain q t -  
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able. To assess whetha the contaminant concentrations arc likely to rtmain acceptable, the 
statistical procedures provide methods for determining whetha or not a long-term average 
concentration or a long-tm percentage of the well water concentration measurements arc 
below the established cleanup standards. In particular, in the unlikely event that the 
measurements arc not serially coxrelaud, the methods presented in chapter 5, which assume 
a random sample, can be used and consultation with a statistician is recommended. If 
sequential tests are being considered, note that on the average, the sequential tests will 
require fewer samples than the fixed sample size tests in Chapter 8 or, if applicable, those 
in chapter 5. 

This chapter discusses assessing the attainment of cleanup standards using a 
sequential statistical test For a sequential test, the ground water samples arc collected on a 
regular schedule, such as every two months. Starting after the collection of three years of 
data, a statistical test is performed way year to determine whether (1) the ground w a r  
being sampled anains the cleanup standard, or (2) the ground water does not attain the 
cleanup standard, or (3) marc data are required to make a decision. If marc data arc 
required, another yeafs worth of data is collected before the next statistical test is per- 
formed. Figure 9.2 is a flow chart outlining the steps involved in the cleanup process 
when using a sequential statistical test 

Unlike the fixed sample size tess the number of samples required to reach a 
decision using the sequential test is not known at the beginning of the sampling period. On 
the average, the sequential tests will q u i r e  fewer samples and a comsponding shorter 
time to make the attainment decision than for the usrs in Chapter 8. If the ground water 
clearly anains the cleanup standard, the sequential test will almost always require fewer 
samples than a fixed sample size test Only when the contaminant concentrations arc less 
than the cleanup standard and greater than the mean for the alternate hypothesis r igh t  the 
sequential test be likely to quirt  morc samples than the fixed sample size test. 

lhis chapter presents statistical pnxxdrnts for deoamining whetha: 

0 The mean concentration is below the cleanup standard, or 

A sclectcd percentile of all samples is below the cleanup standard 

fall below the cleanup standard?). 
(e.g., does the 90th percentile of the distribution of concentrations 
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Figure 9.2 Steps in the Cleanup Process When Using a Sequential Statistical Test 

Lkl  CoUat the Dm f a  
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C H A F E R  9: ASSESSING ATTAINMENT USING SEQUENTIAL SAMPLING 

The measured ground water concentrations may fluctuate over time due to 

many fanors including: 

0 Seasonal and short-term weathapanrms affecting the ground water 
levelsandflows ' 

Variation in ground watcr concentrations due to historical fluctua- 
tions in the conElmination innuducal into thc pund warn, and 

Sampling errors and laboratory measurement errors and fluctua- 
tions. 

0 

0 

The effects of @odic scasonal fluctuations in concentration can be elimi- 
nated from the analysis, resulting in a more statistical test, by either averaging the 
measurements over a year or correcting for any seasanal panans found in the data These 
two statistical analysis procedures are pnsented in Sections 9.3 and 9.4, respectively. The 
method of using yearly averages is, in general, easier to implement and preferred. 
Correcting for the scasonal pattern may provide more precise statistical tests in situations 
when  large comlations exist between measurcmcnu and when the rneasunment errors 
have a symmetric dismbution. 

Three procedures am presented for testing the mean when using sequential 
tests. The first and second procedures use yearly average concentrations. The fmt 
method, based on the assumption that the yearly means have a normal dismbution, is 
recommended when there are missing values in the data and the missing values arc not 
distributed evenly throughout the year. The sccond proceduic assumes that the distribution 
of the yearly average is skewed, similar to a lognormal distribution, rather than symmetric. 
If them are no missing values, the second method using the log transformed yearly 
averages is recommended even if the data arc not highly skewed. The third method 
requks calculation of seasonal effects and serial comlations to d e t d e  the variance of 
the mean. Because the third method is sensitive to the skewness of the data, it is recorn- 
mended only if the distribution of the residuals is reasonably Symmetric. Regardless of the 
procedufc used, the sample fquency for assessing the mcan should be determined using 
the sups  described in Section 9.1. 

These sequential procedures arc an adaptation of Wald's sequential proba- 
bility ratio test, specifically a version of the sequential t-test They assume that the data is 
nonnally distributed or can be made so by a' log transformation. See Hall (1%2), H a p  
(1983), and Appendix F for details. 
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CHAFER 9: ASSESSING ATTAINMENT USING SEQUENTIAL SAMPLING 

9.1 Determining Sampling Frequency for Sequential Tests 

The ground water samples will be collected at regular intervals using a 
systtmatic sample with a random stan as described in Chapter 4. An imponant part of 
demnining the sample collection procedures is to select the time intend between samples 
or the number of samples to collect per scasonal period, usually pa year. As discussed in 
Chapter 8, the ttrm "year" will be used tomean afull seasonalcycle, which in most cases 
can be considexed acalendaryear. 

The steps for determining sample frequency when testing the mean arc 
provided in Box 9.1 and arc discussed in Section 8.2 in more detail. The procedures for 
determining sample ffequency require the specification of the serial camlation, +, and the 
measurement mor, a, fur the chemical under investigation. The procedures described in 
Section 5.3 may be used to obtain rough estimates of the serial conelation. Denote these 
estimates by @ An example of calculating sample frequency is presented in Box 9.3. 

Box 9.1 
Steps for Dctamining Sample Frequency for Testing the Mean 

Determine the cstima& of aand $ which M b e  tfiedara Denote 

Estimate the ratio of the annual overhead cost of maintaining 

theseestimatcs by &and Q. 

sampling operalions at the site to the unit cost of collecting, pr#xss- 
in& and m e  ground w m  sample. this $R. 

Based an the values of $R and $, use Appendix Table A.4 to deter- 
mine the approximate number, np of -pies to collect per ygir qr 
d n a l  The valuen, may be modified based on site- 
specific considaations, as discussed in the text 

The sampling frequency (i.e.. the number of samples to be taken pa 
year) is "p or 4, whichever is larger. Denote this sampling fie- 
quency as n. Note that, under this rule, at least four samples pcr 
year pa sampling well will becolkcled 

The steps for deuxmining sample fnquency when testing a praportion arc 
' 

provided in Box 9.2 and arc discussed in Section 8 2  in morc detail. 
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Box 9.2 
Steps far Determining Sample Frequency for Testing a Roportioa 

Compute the estimates of a and + which describe the meaSurtmentS 

(not the coded values). Denote this estimates by 8 and Om. 
&n Let 4 = 2.5' (0 is the estimated conelation between the coded 

observations, the constant 2.5 was deoCrmined from simulations). 

Estimate the ratio of the annual overhead cost of maintaining 

ing, and analyzing one ground water sample. Call this ratio $R. 

Based on the values of $R and 6, use Appendix Table A 4  to deter- 
mine the approximate number, np of samplcs to collect per year or 
seasonal period. The value np may be modified based on site- 

The sampling fi#luency (i.e., the number of samples to be taken pcr 
year) is np or 4, whichever is larger. Denote this sampling frc- 
quency as n. Note that, under this rule, at least four samples per 
year per sampling well will be collected 

sampling operations at the site to the unit cost of collecting, process- 

specific considerations, as discussed in the tCXL 

Box 9.3 

In Box 8.2, an example of dctumining the sample hquency is provided for 
a fixed sample size test The detumination of the number of samples to be 
taken pcr year is required for uential sampling also. In that example, it 

once every 1.5 months) should be collected. This is all that is needed for 
stquential sampling. Samples will then be collected until a decision can be 
made. Note that in Box 8.2, a funha calculation was done (computing md) 
to detamine the number of years for which data are to be collected for the 
fixed sample sizc approach. Aftcr this period of time (eight years in the 
example) a statistical test would be madc to determine whetha the ground 
watQ could be considered clean or not. On average, a sequential test will 
require a shorter time period to reach a decision than a fixed sample si= 
test, but this is not guaranteed. 

Example of Sample Fr#iuency calculatiocrs 

was found that np = 9, so that "8 samples per year (practically speaking, 
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9.2 Sequential . Procedures for Sample Collection a n d  Data 
Handling 

The sauxples axe assumed to be collected using a systematic sample as 
discussed in chapta4. 

The sample collection and analysis procedm require the following limita- 
tions on the quantity and k q a q  of data cokctak 

e To provide the minimal amount of data required for the statistical 
tests, at least thrtc years of data must be collected before any staasti- 
c a i t c s t c a n b c p c r f ~  

It is m n g l y  ncommendcd'that at least four samples be collected in 

The statistical tests arc pcrformd only on data representing a 
camplett year ofdam colltction. Thus, the first statistical est would 
be paformad after three full years of data collection, and the second 
a f k  four full years of data collcctioI& ac. 

If thc pmporcion of contamimcd samples is required to be below a 

that N*P$4 before doing the first sequential test 

e 

each period os year to capture any samnal diffamces or variation 
within a year m puiod. 

e 

I 

e 

specified value of PO, collect at least a number of samples N' such 
.- 

Handling of outliers and measurements below the detection limit is dis- 
cussed in Section 2.3.7. 

9.3 Assessing Attainment of the Mean Using Yearly Averages 

As noted in Chapter 8, the appnrach of using yearly averages substantially 
reduces the effccu of any serial correlation in the measuremenu. For the procedures 
discussed in this Section, the variance of the observed yearly averages is used to estimate 
the variance of thCOVd avmge-concenmaon. wells Canbe tested indivi iuly Or a 
group of wells can be ~ j o i n t l y .  In the latttr case, the data for the &vidua~ rnk at 
eachpoiat in time sc used mproduce a summary measure forthe group as a whole. This 
may be an amage, t maximum, or some other mcasurt for all data values collected at a 
pareicular point in time (see Sections 2.3.5). These summary measures will be averaged 
over the ycarly paid 

- - _  
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Two calculation proccdurcs for assessing attainment art described in this 
d o n .  Both proceduns use the yearly average concentrations The fvst is based on the 
assumption that the yearly averages can be described by a symmcaic normal distribution. 
The second procedure uses the log transformed yearly averages and is based on the 
assumption that the distribution of the yearly averages can be described by a (skewed) 
lognormal disaibution. Becausc the second procedure paforms well even when the data 
have a symmetric distribution, the second method is nzcommedcd in most situations. 
Only when there are missing data values which arc not evenly disaibuted throughout the 
year and therc is also an apparent seasonal panern in the data is the first procedure recom- 
mended 

The calculations and proccduns when using the untransfomcd yearly 
avaagcs arr described below and summanzed in Box 9.4. This procedum is appropriate in 
most situations but is not preferred, parCicularly if the data arc highly skewcd The calcula- 
tions can be used (with some minor loss in efficiency) if some obsavations arc missing. If 
the proportion of missing obsavations varies c~nsidcrably h s e w n  to season and t h m  
arc differences in the average measurm#nts among seasons, consultation with a statistician 
is recommended. If the data arc highly skewed, the procedures described in Box 9.12 
which usc the log transformed yearly averages arc recommended unless the data exhibit 
both a seasonal panem and missing obsavations. 

Use the formulas in Box 9.5 for calculating the yearly averages for the m 
years of data collected so far. If there are missing obsuvations within a year, average the 
non-missing observations. Calculate the mean and variance of the yearly averages using 
the equations in Box 9.6. The variance will have degrees of fnedam qual  to m- 1. one 
less than the number of yean over which the data was collected. 

If there arc no missing obsewations, the mean of the y&y averages, Ern, 
will be compared to the cleanup standard far assessing actainmtnt If however, there are 
missing obsavations, the m ~ u l  of the yearly averages may prwide a biased estimate of the 
average conce&a!ion during the sample period This will be true if the missing observa- 
tions occur mostly at times when the concentrations are genaally higher or lower than the 
mean conanua!.ion. To correct for this bias, the mean of the seasonal averages will be 
compared to the cleanup standard when there arc missing obsavations. Box 9.7 p v i d e s  
equations for calculating the seasonal averages and Ems, the mean of the seasonal averages. 



CHAPTER 9: ASSESSING AITAMMENT USING SEQUENTIAL S A!tN;;% 
Using Z OD designate the mtan value which is to be compared to the cltanup standard set X 
= Fm if there arc no missing observations, otherwise set ji = Ems. 

Box 9.4 
Steps for Asstssing Attainment Using Yearly Averages 

(1) 

(2) 

Calculaoc the yearly averages for the m ycars of data collected so far 
(see Box 95)  

calculate the m a ,  Em, ami variance, s i ,  of the yearly avcrages 
(see Box 9.6) 

(3) If there arc no missing obsavations,'sct 
- P  X=Xm (9.1) 

Otherwise, if thm arc missing observations calcul_ate the seasonal 
averages and the mean of the seasonal averages, Kms, (Box 9.7) 
and set - 

X d m  (9.2) 

where E is the mean to be compared to the cleanup standard. 

(4) 

(5) 

calculate the t and 6 for the likelihood ratio. (Box 9.8) 

calculatt the likelihood ratio for thc statistical tea (Box 9.9) 

(6) Decide whether the ground water attains the cleanup standards 
(Box 9.10). 

(7) If marc data are required, collect an additional yean samples and 
repeat the proedms in this Box. 

. 
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Box 9.5 
Calculation of the Yearly Avaagcs 

k t  x~ = the measurcmmts fium an individual well or acombincd measure 
from a p u p  of wells obtained for testing whetha the mean attains the 
cleanup standard; Xjk rcpresenu the concentration for season j (the jtb 
sample collection rime out of n) in year k (whue data has been collected for 
m y-1. 

The yearly average is the-average of all of the obsavations talcen within the 
year. If the results far one or man sample times within a year art missing, 
calculate the average of the non-missing obsavations. If there arc nk (nr S 
n) non-missing obsavations in year k, the ycariy avuage, zk, is: 

where the summation is over all non-missing obsavations within the year. 
Calculate the yearly avaage for all m years. 

Box 9.6 
Calculationof the Mean and Variance ofthe Y d y  Averages 

when i t  is thc yearly average for year k 

w he variance of the yearly averages, 4. can be calculated using either of the 
two equivalent formulas below: 
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Box 9.7 
calculation of Seasonal Averages and the Mean of the Seasonal Averages 

For the n sample collection timts within the year, the ja scasonal average is 
the average of all the measurements taken at the j* collection timc. Note 
that if there is a missing obsavation at one collectioa time, the measumrent 
from the jb sample collection time may be different than the jth sequential 
measurement within the year. 

Fur all collection times j, from 1 to n, within each year, calculate the 
scasonal average, Rj. The number of obsavations at the j& collection timc 
is mj 5 m. If there are missing obmations, sum OVQ the mj non-missing 
observations. . mi 

The mean of n SuLSonal averages is: 

The total number of obsavations is: 
n N = Z  9 

j= 1 

(9.7) 

(918) 

Using the mean E, and the standard deviation of the mean calculated from 
the yearly averages, 9. calculate t ad 6 using equations (9.9) and (9.10) in Box 9.8. 
These values axe used in the calculation of the likelihood ratio. The standard deviation is 
the square mot of the variance calculated from equation (9.5). The t-Scatistic used h m  is 
slightly different from that used in the standard t-test. Use of this definition of t makes 
calculation of the likelihood ratio easier. 

. .  _ _ _  ._ USZ equ-ation (9.11) in Box 9i9 to calculate the- likelili-i ratio for the 
sequential test This equation provides a good approximation to the actual likelihood ratio 
which is difficult to calculate exactly. Fur references and m m  details about this approxi- 
mation, see Appendix F. 

- - 
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Y 

Box 9.8 
calculation oft  and 6 When Using the Unaansfarmed Yearly Averages 

(9.9) 

(9.10) 

where iz is th, mean level of conramindon, and sjl is the square root of the 
variance of the yearly means. The degrees of freedom associated with sx is 
m-1 

Box 9.9 
Calculaaon of the Likelihood Ratio for the Sequential Ttst 

The likelihood ratio is 

(9.1 1) 

where m is the number of years of data collected so far and t and 6 arc 
calculated fian the m years of data 

Finally, the likelihood ratio, a, >and B arc used to decide if the average 
conccnmtion is less than the cleanup standard. If the average is less than the cleanup 
standard and if the concentrations not increasing over timc (see Section 9.7). conclude 

or groups of wells ateains the cleanup standard then conclude that the ground water at the 
site attains the cleanup samdard. If the average concentation is not less than the cleanup 
standard OT if the conccnuaricms ~IC increasing over timC, concludc that the ground water in 
the well docs not anain the cleanup standard. The steps in deciding attainment of the 
cleanup standard arc shown in Box 9.10. 

that the tcstcd gmmd water attains the cleanup standard. If the p u n d  watafran all wells 
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Box 9.10 
DecidingifthcTestedGround WataAttains theQcanup Standard 

(9.12) 

If LR 5 A, conclude that the ground water in the wells 
cleanup standard 

the 

If LR > B, conclude that the average ground. water concentration in the well 
(or group of wells) is less than the cleanup standard. Perform a trcnd test 
using the regression techniques described in Chapter 6 to determine if then 
is a statistically significant increasing trcnd in the yearly averages over the 
sampling period (also see Section 9.7). 

If there is not a statistically significant increasing and, conclude that the 
ground water aaains the cleanup standard (and possibly initiate a follow-up 
monitoring program). If a significant trcnd docs exist, conclude that the 
ground water in the wells not affatn the cleanup standard and resume 
sampling or rtconsida mtment effcctiveness. 

If A LR 5 B then collect an additional years worth ofdata before perform- 
ing the hypothesis test again. 

ii 

'3;'. 

L 
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. _ -  ,. .. 
Box 9.1 1 

Example Aaainmnt Decision Based on a Sequential Test 

In this example we will use the arsenic measurements appearing in Table 
8.1. Suppose we wish to compare the cleanup standard (Cs = 6) with a 
targeted cleanup average (c11) of 5.72 (c11 is the value for which the false 
negative rate is to be controlled). Box 8.21 indicates the four yearly 
means xk and the overall average Izm = 5.914. Using equation (9.51, the 
value of st = .0706 for m = 4. Thus, 

. 

2 

V m  

With a = .1 and = .1, then A = ,111, B - 9.0. Since 0.618 is neither 
less than A or greater than B, we have insufficient data to conclude that the 
cleanup standard has becn either attained or not aaained. Thus, moic data 
must be gathered. 

Suppose data continue to be collcctcd for seven m m  years without a 
2 decision being reached. At that time, the overall average Xm = 5.77 and st 

= .lo24 form = 11. Thus, 

6+5.72 5.77 - - 
t =  = -2.902 5.72 - 6 

Since LR = 9.38 > 9.0, we conclude that the mean ground water conccnm- 
tions afe less than the cleanup standard 
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When the data arc noticeably skewed, the calculation procedures using the 
log t ransfded yearly averages (Box 9.12) arc recommended over those in Box 9.4. 
Because the $roccdurcs in Box 9.12 also perform well when the data have a symmetric 
distribution, d p c  pmdurcs are generally recommended in all cases where that are no 
missing dam. There is no easy adjustment for missing data when using the log transfonned 
yearly averages. Therefort, if the number of observations per season (month etc.) is not 
the samk for all seasons and ifthm is any seasonal pattern in the data, use of the -- 
durcs in Box 9.4 is rcammcnded. 

The calculations proccdurc when using the log uansfom#d yearly averages 
is described below and summarized in Box 9.12. The calculations arc slightly more 
difficult than when using the untransformed yearly .averages. Aha calculating the yearly 
averages, take the nanrral log is used to transform the data The transformed averages are 
then used in the subsequent analysis. The upper confidence interval for the mean concen- 
tration is based on the mean and variance of the log transformed yearly averages. The 
formulas arc based on the assumption that the yearly averages have a log normal 
distribution. 

Box 9.12 
Steps for Assessing Aaainmcnt Using the Log Transformed Yearly 

Avaagcs 

(1) 

(2) 

(3) 

(4) 

(5) 

Calmhe the yearly avcragcs (see Box 95) 

Caiculatc the natural log of the yearly averages (see Box 9.13) 

Calculate the mean, Pm, and variance, s2 of the log transformed 
yeariy averages (see Box 9.14) 

(3lcuhc the t and 6 far the likelihood ratio. (Box 9.15) 

calculate the likelihood ratio (Box 9.9) 

9’ 

- 

(6) Decide whether the ground water attains the cleanup standard; 
(Box 9.10). 

(7) If mort data are required collect an additional years samples and 
repeat the procedures in this Box. 
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Use the farmulas in Box 9.5 for calculating the ycarly averages If there arr 
missing observations within a year, average the non-missing obscwations Calculate the 
log msfonned ycarly averages using &ation (9.13) in Box 9.13. The natural log 
transformation is available on many calculators and computers, usually designated as 

rithms, use only the base e logarithms when using the equations in Boxes 9.13 through 
9.15. calculate the mean ami variance of the log transfOrmcxi yearly.avaages using the 
equations in Box 9.14. The variance will have degrecs of M o m  equal to OLIC less than 
the number of years over which the data was collcctd. 

"LN", In", ~f "lo&." Although the ~Uarion~ a u l d  be Changed to usc the base 10 lo@- 

I 
Box 9.13 

Calculation of the Natural hgs ofthe Yearly Averages 

n# natural log of the yearly average is: 

yk = In(Rk) (9.13) 

Box 9.14 
Calculation of the Mean and Varianceof dn Natural Logs oftbeYcady 

Avaages 

The average of the m log transformed yearly averages, fm: 

i m  
(9.14) 

m e  variance of the log aan~fomai yearly averages, s2* 9' 

This variance estimate has m-1 degrtes of haiom. 
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Using the mean fm, and the variance of the mean calculated from the log 
aansformd yearly averages, 5, calculate t and 6 using equations (9.16) and (9.17) in Box 
9.15. These values arc used in the calculation of the likelihood ratio. 

Box 9.15 
Calculation oft and 6 When Using the Log Transformed Yearly Averam 

.. .- . .  x -  u- ~ 

4 

m 2 D f  

(9.17) 

Use equation (9.11) in Box 9.9 to calculate the likelihood ratio for the 
sequential tcst. Finally, the likelihood ratio, a, and B an used to decide if the average 
concentration is less than the cleanup standard. If the average is less than the cleanup 
standard and if the concentrations arc not increasing over time, conclude that the tested 
ground water attains the cleanup standard. If the ground water &om all wells or groups of 
wells snrrins the cleanup standard then conclude that the ground water at the site attains the 
cleanup sandmi, If the average mcentration is not less than the cleanup SEBndard or if-the 
conctllwtiolls arc increasing over time, conclude that the ground water in thc we~'dots not 
attain the cleanup suudard. The s u p s  in deciding attainment of the cleanup standard arc 
shown in Box 9.10. 

- _  __  - 
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9.4 Assessing Attainment of the Mean After Adjusting for Seasonal 
Variation 

This section provides an alumative procedure for testing if the mean 
concentration is less than the cleanup standard. It is expectcd to provide m ~ n  accurate 
results when t h a t  are many samples per year ad the data is both serially comlated and the 
dismbution of the data is not skewed Because this procedure is sensitive to skewness in 
the data, it is rccommcnded only if the distribution of thc measurement errors is reawnably 
S p U X t r i c .  

After the data have been collected using the guidelines indicated in 
Chapter 4, wells can be tested individually or a group of wells can be tested jointly. In 
the latter case, the data for the individual wells at each point in time are used to produce a 
summary measure for the group as a whole. This summary measure may be an average, 
maximum, or some other measure (see Chapter 2). These summary measures will be 
averaged over the entirc sampling period The stcps involved for incorparating seasonal 
adjustments and serial cmlations into the calculations associated with the statistical tests 
arc discussed.. 

The calculations and procedures for assessing the mean after adjusting for 
seasonal variation arc described below and summarized in Box 9.16. An example is 
provided in Box 9.21. The calculations can be used (with some minor loss in efficiency) if 
some observations arc missing. With a large proportion of missing obsavations in any 
season, consultation with a statistician is recommended. If the data rn obviously skewed, 
the procedures described in Box 9.12 which use the log transformed yearly averages are 
rtcommended 

Use the formulas in Box 9.7 far calculating the SuISonal averages and the 
mean of the seasonal averages. If there arc missing observations within a season, average 
the non-missing observations. Calculate the residuals, the deviations of the mcaSurcments 

from the respective seasonal means, using equation (9.18) in Box 9.17. Box 9.18 shows 
how to calculate the variance of the residuals. The variance wil l  have degrees of freedom 
qual to the number of measurements less the number of scaso~. 
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Box 9.16 
Steps for Assessing Anainment Using the Mean Afia Adjusted for Seasonal 

V8Iii#iOfl 

(1) Calculate the seasonal averages and the mean of the seasonal 
averages, Erns, (Box 9.7) 

(2) 

(3) 

(4) 

Calculate the d u a l s ,  the diffatnccs between the obsavations and 
the comsponding seasonal averages (Box 9.17) 

Calculate the variance, s2* of the residuals (see Box 9.18) 

Calculate the lag 1 d correlation of the residuals using equation 
Ip.20) in Box 9.19. Denote the computed serial correlation by 
h b s .  

Calculate the t Statistic based on the mt8n, Em, the standard devia- 
tion s, and gob (Box 9.20) 

Calculate the lilcclihood ratio (Box 9.21) 

Decide whether the ground water attains the cleanup standards 
(Box 9.10). 

(5) 

(6) 

(7) 

Box 9.17 
Calculation of the Residuals 

From each sample observation, subtract the comsponding seasonal mean. 
That is, compute the , e* the deviation from the seasonal mean: 

e$ = XB-Rj. '(9.18) 

'0:  

.. . 

Using the mean of the seasonal averages and the variance of the residuals, 
s2, calculate t and 6 using equations (9.2 1 ) and (9.22) in Box 9.20. These values arc used 
inthCCalCulaoionOfthelikClihOOd~ti0. 
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Box 9.18 
Calculation of the Variance of the Residuals 

Calculate the variance of the observations e*reflecting adjustments for 
possible scasonal differences using the equation in Box 8.12. 

(9.19). 

Alternatively, the ANOVA approach described in Appendix D can be uscd 
to compute the required variance. 

Box 9.19 
Calculating the Serial Carrelation from the Residuals Aher Removing 

seasonal Averages 

The sample estimate of thc said comlation of the residuals is: 
N 

A 
+obs (8.18) 

Whcrrc ei, i = 1,2, ...a arc theresiduals aha removing seasonal averages, 
in the timeordain which the samples wue collected. 

\ 
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Box 9.20 
Calculation oft and 6 When Using the Mean Comctcd for Seasonal 

Variation 

(9.20) 

p1- cs 6 =  (9.2 1) 

where Ems is the man level of contaminahon computed from equation 
(9.7), and s2 is the variance of the observations computed from equation 
(9.16). The degrees of freedom, Df, associated with these estimates is 

N-m D f =  -j-. 

Usc the formula in Box 9.21 to calculate the liLelihood ratio for the sequen- 
tial ust Although this formula for calculafing the likelihood ratio looks diffuent than when 
using the ycariy averages (sec Box 9.9). the two formulas arc equivalent 

Box 9.21 
Calculation of the Likelihood Ratio for the Sequential Test When Adjusting 

f a  Said Conrlatim 

_- - 

(9.22) - 
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Box 9.22 
Example Calculation of Sequential Test Statistics aftcr Adjusrmcnts for 

Seasonal Effects and Serial Correlation 

In Box 8.21, a test was performed far a fixed sample size aftcr adjusting for 
seasonal effects and seasonal correlation. We will usc the same data (from 
Table 8.1) to conduct the comsponding sequential test aftcr four years of 
data collection. From Box 8.21 we have X = 5.914, s2 = .163, = .37, 
cs = 6.0. m = 4, and N = 16. We will stipulate that a = .1, B = .l, and pi 
= 5.72. Thus, 

With a = .1 and B = .1, then A = .111, B - 9.0. S h e  0.746 is neither 
less than A or greater than B, we have insufficient data to conclude that the 
cleanup standard has becn either attained or not attained. Thus, morc data 
must be gathered. 

'- 

9.5 Sequential Tests for Proportions 

In genual, sequential procedures for testing proportions require that more samples be 
collected b e f a  starting the fint test of hypothesis than when testing the mean. If the 
parameter to be tcsocd is the propartion of contaminated samples fIom either one well or an 
array of wells, the sample collection and analysis procedures an the same as those outlined 
above for testing the mean. with the following changes: 



I- 
CHAFER 9: ASSESSING ATI'AMMENT USING SEQUENTIAL S M  6V73BO 

To apply this test, each ground water sample measurement is either 
coded "1" (the actual measurement was qual to or above the 
cleanup standard Cs), or "0" (below Cs). The statistical analysis is 
based on the resulting coded variable of O s  and 1's. 

prim for the calculations (Box 9.4). Do not use either of the 
calculation proccdurts in Boxes 9.12 or 9.16. 

Only the analysis procedure which used yearly averages is appro- 

4 
e A total of at least - samples should be collected beforc using the 

PO 
statistical procedures to determine, on a yearly basis, whether 
sampling can be stoppcdand adecision can be made. 

9.6 A Further Note on Sequential *Testing 

It should be noted that sequential testing, as discussed in this chapter, has a 
small chance of continuing for a v a y  long time if the data gathered provide insufficient 
evidence for making a clear-cut determination. A stopping d e ,  such as the following can 
be implemented to handle such cases: determine the sample size necessary for a fixed 
sample test for the specified values of Cs, pi, ~ r ,  and (data collected d u h g  the sampling 
for assessing attainment can be used to estimate the variance so the sample size can be 
computed). Call this sample size mfixd. If the number of years of sample collection 

conclude that the ground water does not attain the cleanup mndard. If the likelihood ratio 
is greater than 1.0 conclude that the mean concentration is less than the cleanup standard 
and test if there is a s i g n i h t  positive Slope in the data.' 

excteds MCC %&, deoamine the likelihood ratio. If the likelihood ratio is less than 1 .O, 

9.7 Checking for Trends in Contaminant Levels After Attaining the 
Cleanup Standard 

. -  __ - 
once a fixed sample sizi statistical test indicates that the cleanup standard 

for tho site has been met, dren remains OM final concern. The model we have used 

_ _  

assumes that pound water a! the site has reached a steady statc and that there is no reason 
to believe that contaminant levels will rise above the cleanup standard in the fum. We 
need to check this assumptiocr. Regression models, as discussed in chapter 6, can be used 
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to do so. By establishing a simple regression model with the contaminant measure as the 
dependent variable a d  time as the independent variable, a test of significance can be made 
as to whetha or not the estimatad slope of the d t i n g  linear model is positive (see Section 
6.1.3). S c a m  plots of the data wiU prove useful in assessing the model. When using the 
yearly averages, the regression can be performed without adjusting for serial carelation. 

To minimhe the chance of incomctly concluding that the concenmaons art 
increasing OVQ time, we recommend that the alpha level for wting the slopc (and selecting 
the t statistic in Box 6.11) be set at a small value, such as 0.01 (one percent). If, on the 
basis pf the test, there is not significant evidence that the slope is positive, then the evidence 
is consistent with the preliminary conclusion that the ground water in the well(s) attains the 
cleanup standard. ~f the slope is significantly &am than zero, then the concan that 
contaminant levels may lata exceed the cleanup standard still exists and the assuxnption of a 
steady state is called into question. In this case, further consideration must be given to the 

reasons far this apparent increase and, pchaps, to a d d i t i d  remediation efforrs. 

9.8 Summary 

This chapter presented the procedures for assessing attainment of the 
cleanup standard for ground water measurements using a sequential statistical t e s t  For 
most statistical tests or procedures, the analysis is performed after the entire sample has 
been collected and the laboratory results am complete. However, in sequential testing, the 
samples arc anal@ as they arc collected. A statistical analysis of the data collected so far 
is used to determine whether another years worth of samples should be collected or 
whether the analysis should taminate. 

We presented three alternate procedurcs far assessing attainment using 
sequential tests. Two procedures use the yearly average concenuations, one assumes the 
yearly average has a n d  distribution. the other assumes a log n d  distribution. The 
third procedure uses the individual observations and makes a correction for seasonal 
p a m s  and serial comlations. In gencral, the method which assumes the ycarfy avaages 
have a log normal distribuam is recommended 

- These testing procedures can be applied to samples from either individual 
wells or wells tested as a group. These procedures art used after the ground water has 
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achieved steady statc. If the ground water at the site is judged to attain the cleanup, 
standards because the concentrations are not increasing and the long-term average is 
significantly less than the cleanup standard, follow-up monitoring is rccmxncndcd to check 
that the steady stare assumption holds. 
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APPENDIX A: STATISTICAL TABLES 

Table A. 1 Tables of t fur selected alpha and degrees of freedom 

Use alpha to determine which column to use based on the desired parameter, t i a m  t l w g f .  
Use the degrees of freedom to determine which row to usc. The t value wil l be found at the 
intersection of the row and column. For values of degnts of Morn not in the table, interpolate 
between those values provided. 

When deoamining tl- far a specified PT 
TO 20 10 05 02 01 OC)T 

Df 
1 
2 

FrecQm 4 
D€ 5 

6 
7 
8 
9 
10 
11 

Dcgnxsof 3 

12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 

is 
26 
27 
28 
29 
30 
40 
60. 
120 
400 

infinite 

1 .Ooo 
0.8 16 
0.765 
0.74 1 
0.727 
0.718 
0.71 1 
0.706 
0.703 
0.700 
0.697 
0.695 
0.694 
0.692 
0.69 1 
0.690 
0.689 
0.688 
0.688 
0.687 
0.686 
0.686 
0.685 
0.685 
0.684 
0.684 
0.684 
0.683 
0.683 
0.683 
0.68 1 
0.679 
0.677 
0.675 
0.674 

3.078 
1.886 
1.638 
1.533 
1.476 
1.440 
1.415 
1.397 
1.383 
1.372 
1363 
13% 
1.350 
1345 
1.341 
1.337 
1.333 
1.330 
1.328 
1325 
1.323 
1.321 
-1319 
1.318 
1.316 
1.315 
1314 
1313 
1311 
1.310 
1.303 
12% 
1289 
1284 
1282 

6.3 14 
2920 
2.353 
2132 
201 5 
1.943 
1.895 
1.860 
1.833 
1.812 
1.796 
1.782 

1.76 1 
1.753 
1.746 
1.740 
1.734 
1.729 
1.725 
1.721 
1.717 
1.714 
1.71 1 
1.708 
1.706 
1.703 
1.701 
1.699 
1.697 
1.684 
1.67 1 
1.658 
1.649 
1.645 

m i  

12.706 31.821 
4.303 6965 
3.182 4541 

2.571 3365 
2447 3.143 
2.365 2.998 
23M 2.8% 
2262 2.821 
2228 2.764 
2.201 2.718 
2.179 2.681 
2160 2.650 
2.145 2.6% 
2.131 2602 
2120 2583 
2110 2567 

2.776 3.747 

2101 2552 
2093 2539 
2.086 2528 
2080 2518 
2.074 2508 
2069 2500 
2.064 2.492 
2 0  2.485 
2.0% 2.479 
2.052 2.473 
2.048 2.467 
2.045 2.462 
2.062 2.457 
2.021 2.423 
2000 2390 
4.980 2358 
1.- 2336 
1.960 2326 

63.657 
9.925 
5.841 
4.604 
4.032 
3.707 
3.499 
3.355 
3250 
3.169 
3.106 
3.055 
3.012 
297l 
2947 
2921 
2.898 
2878 
2861 
2845 
2831 
2819 
2.807 
2797 
2787 
2779 

2763 
27% 
2750 
2704 
2660 
2617 
2588 
2376 

2771 

127321 
14.089 
7.453 
5.598 

4.317 
4.029 
3.833 
3.690 
3.58 1 
3.497 
3.428 
3372 
3326 
3286 
3.252 
3.222 
3.197 
3.174 
3.153 
3.135 
3.119 

- 3.104 
3.091 
3.078 
3.067 
3.057 
3.047 
3.038 
3.030 
2.97 1 
2915 
2860 
2823 
2807 

4.773 

318.309 
22.327 
10.215 
7.173 
5.893 
5.208 
4.785 
4.501 
4297 
4.144 
4 . m  
3.930 
3.852 
3.787 
3.733 
3.686 
3.644 
3.610 
3579 
3552 
3527 
3.505 
3 . a 5  
3.467 
3.4s 
3.435 
3.421 
3.408 
33% 
3385 
3.307 
3232 
3.160 
3.1 11 
3.090 

A- 1 



I 

APPENDIX A: STATISTICAL TABLES , 

I Table A 2  Tabla of z for selecocd alpha 

USC alpha to detcnnine which c01~mn to d USC the desired parameta, 21- OT Z~M. U) 

determine which row u) use. Read the z value at the intenaxion of the row and column, 

a 

.u .m 

.IO 

.os 
.025 
.01 
.m 
.m 
.001 

21-a 

0.674 
-842 
1.282 
I .645 
1.960 
2.326 
2576 
2.807 
3.090 

1.1% 
1282 
1.654 
1.960 
2.326 
2576 
2.807 
3.090 
3-29 

A-2 
’. 
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Table A.3 Tables of k for selected alpha, PO, and sample sitc for use in a tolerance interval test 

Use alpha to determine which table to rcad. The value k is found at the intcrsecticm of the column 
with the specified PO and thc row with the sample size n. When testing tolerance intavals, let 
T = Tr + ks. IfT is less than the cleanup standard, the sample area attains the cleanup standard 
bas& on the statistical test 

n 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

- 29 - 
30 
35 
40 
50 
70 
100 
200 
500 

- - -  

intinity 

Alpha = 0.10 (Le., 10%) 

Pn - 
0.25 0.1 0.05 0.0 1 
5.842 10.253 13.090 18.500 
2.603 
1.972 
1.698 
1 .540 
1.435 
1.360 
1.302 
1.257 
1.219 
1.188 
1.162 
1.139 
1.119 
1.101 
1.085 
1.07 1 
1 .OS8 
1.046 
1.035 
1.025 
1.016 
1.007 
1 .ooo 
0.992 
0.985 
0.979 
0.973- 
0.967 
0.942 
0.923 
0.894 
0.857 
0.825 
0.779 
0.740 
0.674 

4.258 
3.188 
2.742 
2.494 
2.333 
2.219 
2.133 
2.066 
2.01 1 
1.966 
1.928 
1.895 
1.867 
1.842 
1.819 
1.800 
1.782 
1.765 
1.750 
1.737 
1.724 
1.712 
1.702 
1.691 
1.682 
1.673 
1.665 - 

1.657 
1.624 
1 S98 
1.559 
1.51 1 
1.470 
1.41 1 
1.362 
1.282 

_ _  - 
5 . 3 ~  
3.957 
3.400 
3.092 
2.894 
2.754 
2.650 
2.568 
2.503 
2.448 
2.402 
2.363 
2.329 
2.299 
2.272 
2.249 
2.227 
2.208 
2.190 
2.174 
2.159 
2.145 
2.132 
2.120 
2.109 
2.099 

- 2.089 
2.080 
2.041 
2.010 
1.965 
1.909 
1.861 
1.793 
1.736 
1.645 

A-3 

7.340 
5.438 
4.666 
4.243 
3.972 
3.783 
3.641 
3.532 
3.443 
3.37 1 
3.309 
3.257 
3.2 12 
3.172 
3.137 
3.105 
3.077 
3.052 
3.028 
3.007 
2.987 
2.969 
2.952 
2.937 
2.922 
2.909 
2.896 - - - - - 
2.884 
2.833 
2.793 
2.735 
2.662 
2.601 
2.514 
2.442 
2.326 

- .  
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0.25 
''1 1.763 

3.806 
2.618 
2.150 
1.895 
1.732 
1.618 
1.532 
1.465 
1.411 
1.366 
1.328 
1.296 
1.268 

Table A.3 Tables of k for seltcud alpha, Po, and sample s k  f a  use in a tolerance interval test 
(continued) . 

n 

2 
3 
4 

8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

.20' 
21 
22 
23 ' 

24 
2s 
26 
27 
28 
29 
30 
35 
40 
50 
70 
100 
200 
500 
infinity 

1.243 
1.220 I 1.201 
1.183 
1.166 
1.152 
1.138 
1.125 
1.114 
1.103 
1.093 
1.083 
1.075 
1.066'' 
1.058 
1.025 
0.999 
0.960 
0.91 1 
0.870 
0.809 
0.7S8 
0.674 

Alpha = 

0.1 

2::K 
4.162 
3.407 
3.006 
2.755 
2.582 
2.454 
2.355 
2.275 
2.210 
2.155 
2.109 
2.068 
2.033 
2.002 
1.974 
1.949 
1.926 
1.905 
1.886 
1.869 
1.853 
1.838 
1.824 
1.81 1 
1.799 
1.788 
1.777 
1.732 
1.697 
1.646 
1.581 
1.527 
1.450 
1.385 
1.282 

0.05 ( i . s  5%) 

Pn - 
0.0s 

26.260 
7.656 
5.144 
4.203 
3.708 
3.399 
3.187 
3.031 
2.91 1 
2.815 
2.736 
2.671 
2.614 
2.566 
2.524 
2.486 
2.453 
2.423 
2.396 
2.37 1 
2.349 
2.328 
2.309 
2.292 
2.273 
2.260 
2.246 
2.232 
2.220 
2.167 
2.125 
2.065 
. 1 . m  
1.927 
1.837 
1.763 
1.645 

a 

A 4  

0.01 
37.094 
10.553 
7.042 
5.741 
5.062 
4.642 
4.354 
4.143 
3.98 1 
3.852 
3.747 
3.659 
3.585 
3.520 
3.464 
3.414 
3.370 
3.331 
3.295 
3.263 
3.233 
3.206 
3.181 
3.158 
3.136 
3.1 16 
3.098 
3.080 
3.064 
2.995 
2.941 
2.862 
2.765 
2.684 
2.570 
2.475 
2.326 
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Table A.3 Tables of k for selected alpha, Po, and sample size for use in a tolerance interval test 
(Continued) 

n 

z 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
35 
40 
50 

'70 
100 
200 
H10 
infinity 

Alpha = 0.01 (ix., 1%) 

Pn - 
0.25 0.1 0.05 0.0 1 
18.939 1 
8.728 RE; l;;:;% l;:::;: 
4.715 
3.454 
2.848 
2.491 
2.253 
2.083 
1.954 
1.853 

1.703 
1.645 
1.595 
1.552 
1.514 
1.481 
1.450 
1.423 
1.399 
1.376 
1.355 
1.336 
1.3 19 
1.303 
1.287 
1.273 
1.260 
1.247 
1.195 
1.154 
1.094 . 

1.020 
0.957 . 
0.868 
0.794 
0.674 

1 . m  

7.380 
5.362 
4.41 1 
3.859 
3.497 
3.240 
3.048 
2.898 
2.777 
2.677 
2.593 
2.52 1 
2.459 
2.405 
2.357 
2.314 
2.276 
2.24 1 
2.209 
2.180 
2.154 
2.129 
2.105 
2.085 
2.065 
2.047 
2.030 
1.957 
1.902 
1.821 
1.722 
1.639 
1.524 
1.430 
1.282 

9.083 
6.578 
5.406 
4.728 
4.258 
3.972 
3.738 
3.556 
3.410 
3.290 
3.189 
3.102 
3.028 
2.963 
2.905 
2.854 
2.808 
2.766 
2.729 
2.694 
2.662 
2.633 
2.606 
2.581 
2.558 
2.536 
2.5 15 
2.430 
2.364 

. 2.269 
2.153- 
2.056 
1.923 
1.814 
1.645 

A-5 

r 5 . M  
8.939 
7.335 
6.412 
5.812 
5.389 
5.074 
4.829 
4.633 
4.472 
4.337 
4.222 
4.123 
4.037 
3.960 
3.892 
3.832 
3.777 
3.727 
3.681 
3.640 
3.601 
3.566 
3.533 
3.502 
3.473 
3.447 
3.334 
3.249 
3.125 2.9774.. - - . - __  _ -  - 

2.850 
2.679 
2.540 
2.326 
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. 1  
2 

GSt d o  $R 

Yearlyoost 50 

200 
1000 
2000 
5000 

loo00 

Sample cost 

Table A.4 Reconnncndod number of samples pcr seasonal period (np) to minimize total cost 
forassessingattainmart 

Estimated Lag 1 serial camlation between monthly observations 
0.05 0.1 0.15 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

8 7 6 5 4 4 4 4 4 4 4 
10 8 7 6 5 4 4 4 4 4 4 

5 1 2 1 0  9 8 6 5 4 4 4 4 4 
1 0 1 5 1 2 1 0  9 8 6 5 4 4 4 4 
2 0 1 8 1 5 1 3 1 1  9 8 6 5 4 4 4 

23 20 17 15 13 10 9 7 6 4 4 
1 0 0 3 0 2 4 2 1 1 9 1 6 1 3 1 1  9 7 5 4 

36 30 26 24 20 16 14 11 9 6 4 
61 52 46  40 34 28 23 19 15 11 7 
73 61 61 52 40 36 30 24 19 14 8 
91 91 73 73 61 46 40 32 25 19 11 

183 91 91 91 73 61 52 40 32 23 14 
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APPENDIX A: STATISTICAL TABLES 

o o z s n o  
Table A.5 Variance factors F for detamining sample sizt 

- 
4 
4 

t 

I 
5 

1( 
11 

I 
1 

Samples 1: 
pcryearor 1: 
seasonal 14 
mod 1: 

1c 
17 
1E 
1s 
2c 
21 
22 
22 
24 
a 
26 

3c 
32 
34 
36 
4 
46 

- -52 
61 
73 
91 

183 
363 

28 

_ _  

% Estimated Lag 1 said comlation baween monthly observations 

1. .31 0. 
0.05 0.1 0.15 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

::E ::;: ::;; ::;; :::; :::: ::E 2: 2.:; :.33 0.2 
5.97 5.89 5.75 5.55 5.04 4.38 3.64 2.87 2.09 1.34 0.64 
6.92 6.74 6.50 6.19 5.46 4.64 3.78 2.93 2.11 1.35 0.64 
7.83 7.53 7.15 6.73 5.80 4.83 3.88 2.97 2.13 1.35 0.64 
8.69 8.23 7.71 7.17 6.05 4.97 3.95 3.00 2.14 1.35 0.64 
9.48 8.85 8.19 7.53 6.26 5.08 4.00 3.03 2.15 1.36 0.64 

10.22 9.40 8.60 7.83 6.42 5.16 4.04 3.04 2.15 1.36 0.64 

11.51 10.30 9.24 8.30 6.66 5.28 4.09 3.07 2.16 1.36 0.64 
12.07 10.67 9.50 8.47 6.75 5.32 4.11 3.07 2.16 1.36 0.64 
12.57 11.00 9.72 8.62 6.82 5.35 4.13 3.08 2.17 1.36 0.64 
13.03 11.28 9.90 8.75 6.88 5.38 4.14 3.09 2.17 1.36 0.64 
13.44 11.53 10.07 8.86 6.93 5.41 4.15 3.09 2.17 1.36 0.64 
13.81 11.75 10.21 8.96 6.97 5.43 4.16 3.09 2.17 1.36 0.64 
14.15 11.95 10.33 9.04 7.01 5.45 4.17 3.10 2.17 1.36 0.64 
14.45 12.12 10.44 9.11 7.05 5.46 4.18 3.10 2.17 1.36 0.64 
14.72 12.27 10.54 9.17 7.07 5.47 4.18 3.10 2.17 1.36 0.64 
14.97 12.41 10.62 9.23 7.10 5.49 4.19 3.10 2.18 1.36 0.64 
15.20 12.53 10.70 9.28 7.12 5.50 4.19 3.11 2.18 1.36 0.64 
15.41 12.65 10.77 9.32 7.14 5.50 4.20 3.11 2.18 1.36 0.64 
15.59 12.75 10.83 9.36 7.16 5.51 4.20 3.11 2.18 1.36 0.64 
15.76 12.84 10.88 9.39 7.17 5.52 4.20 3.11 2.18 1.36 0.64 
16.06 12.99 10.98 9.45 7.20 5.53 4.21 3.11 2.18 1.36 0.64 
16.32 13.12 11.05 9.50 7.22 5.54 4.21 3.11 2.18 1.36 0.64 
16.53 13.23 11.12 9.54 7.24 5.55 4.22 3.12 2.18 1.36 0.64 
16.71 13.32 11.17 9.58 7.25 5.56 4.22 3.12 2.18 1.36 0.64 
16.87 13.40 11.21 9.60 7.26 5.56 4.22 3.12 2.18 1.36 0.64 
17.13 13.52 11.29 9.65 7.28 5.57 4.22 3.12 2.18 1.36 0.64 
17.40 13.66 11.36 9.70 7.30 5.58 4.23 3.12 2.18 1.36 0.64 - 

17.59 13.75-11.42 -9.73 7.32- 5.58 4.23 3.12 2.18 --1:37 0.64 
17.79 13.84 11.47 9.76 7.33 5.59 4.23 3.12 2.18 . 1.37 0.64 
17.95 13.91 11.51 9.79 7.34 5.60 4.24 3.12 2.18 1.37 0.64 
18.08 13.98 11.54 9.81 7.35 5.60 4.24 3.12 2.18 1.37 0.64 
18.27 14.06 11.59 9.84 7.36 5.60 4.24 3.13 2.18 1.37 0.64 
18.31 14.08 11.60 9.85 7.37 5.61 4.24 3.13 2.18 1.37 0.64 

10.89 9.88 8.95 8.09 6.55. 5.23 4.07 3.06 2.16 1.36 0.64 
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APPENDIX B: EXAMPLE WORKSHEETS 

The worksheets in this appendix have been completed to serve as an example in 
understanding the forms and making the necessary calculations. 

Please note that to maintain adequate precision in doing the computations appearing 
in the worksheets, (particularly in the calculations of estimated variances, standard deviations, or 
standard errors), the number of decimal places retained should be as high as possible, with a 
minimum of four. 

A Scenario 

To help understand how to use the worksheets provided, a scenario has been 
constructed with associated data concerning a site for which a cleanup effort has been undertaken. 
In order that undue time is not spent on data manipulation and data entry, parameters were set in 
such a way that the number of years for which data needed to be collected in the example was kept 
artificially low. For example, in Worksheet 3, a and p wcre set higher than will generally be the 
case in practice while p1 and 8 were set relatively low. As a consequence, the number of years 
requkd for a fixed sample size test was limited to three years, which is highly unlikely to be the 
case in practice. 

The scenario involves a Superfund site with a treatment well and 5 monitoring 
wells. Two of the monitoring wells arc close to the source of contamination and have been 
monitored individually (involving Worksheets 2 through 7b). The nmaining thrte wells arc 
relatively far from the source of contamination and have been analyzed as a group (Worksheets 8 
through 14b). Two chemicals were of interest in monitoring for cleanup. The example 
worksheets have been provided for one of the two chemicals for one, of the two wells being 
monitored individually and for the p u p  of three wells. For illustrative purposes, for the single 
well being examined, both a fixed sample test and a sequential test have been canied out. 
However, in practice, a decision would be made before hand about which of the two'approaches 
would be used, and only that test would be employed. It is interesting to note that, for thc example 
data set, it turns out that the fixed sample size test indicates that the site is clean while the sequential 
test indicates that more data arc needed before a decision can be reached. On average, the 
sequential test will yield a result more quickly, but since the parameters wen specified SO as to 
require onlyahe  years for the fixed sample test, which is the minimum amount of time required 

- - _ - - - -  -- - -  -- - - _ _  - - - - - - _ _  ~ _ _  - - - - - - -  - -  - - -  



APPENDIX B: 'EXAiMPLE WORKSHEETS 

for a sequential test, it is not altogether surprising that a decision could not be made via the 
sequential test 

Worksheets IS and 16 have been filled out with data independent of the five well 
example. They were used simply to indicate how a serial cmlation could be estimated via the 
worksheets. The number of obsavations on which the estimated serial correlation is based, 
twelve, is fewer than should normally be uscd in practice. 

The number of samples per year used in the example was six. Note that in 
Worksheet 3 the estimat4 serial comlation between monthly data was -2, so that the cmlation 
between observations obtained between twemonth periods would be estimated to be .22=.04. 
Since .04 represents a rather low cornlation between observations, data could be reasonably 
gathered on a bimonthly schedule without great concan about a lack of independence between 
observations. 

Worksheets 1R and 2R present the computation of regression coefficients and 
related tests of significance using the three sample means obtained during the three years of data 
collection for the test of the single well to s w e  as the three data observations from which a linear 
model was to be consaucted. Since the fixed sample test indicated that the cleanup effort was 
successful, it is desirable to examine the trcnd of the data over time to make sure that thm is no 
evidence that the cleanup standard could be exceeded in the fume. This could be indicated by 
evidence of a statistically significant positive slope for the sample data (in this case, the three yariy 
averages). Three obsavations is a rather small sample on which to base such decisions, but again 
the chief purpbse of these example worksheets is illustrative. The reader can more quickly 
determine how the regression estimates were computed using a small data set In practice, it is 
quite likely that the number of yean' worth of data resulting in a decision that the site is clean will 
exceed thrce by several years. 
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APPENDIX B: EXAMPLE WORKSHEETS 

Table B.l Summary of Notation Used in Appendix B 

Symbol 

m 

. n  

N 

index i 

index k 
index j 

index c 

index w 

Xi 

xjk 

di 

Definition 

The number of years for which data were collected (usually the 

The number of sample measurements per year (for monthly data, n 
= 12; for quarterly data, n = 4). This is also referred to as the 
number of "seasons" per year 

The total number of sample measurements (if there are no missing 
observations, N = mn) 
Indicates the d e r  in which the ground-water samples arc collected 

Indicates the year in which the ground-water samples arc collectd 

Indicates the season or time within the year at which the 
groundwater samples arc collected 
Indicates the chemical analyzcd 

Indicates the well sampled 
Contaminant meaSurtmcnt for the ith ground-wata sample 

analysis will be performed with full years worth of data) 

, -  

An alternative way of denoting a contaminant mcasUrcment, when k 
= 1, 2, ...* rn denotes the yew, and j = 1, 2, ...* n denotes the 
sampling period (season) within the year. The subscript for x. is 
related to the subscript for in the following manner: i = (k- l$ + I 

j. 

The mean (or average) of the contaminant measurements for year k 
(see Boxes 8.5 and 9.4) 

The mean of the ycarly averages for ycars k = 1 tom. 

The standard deviation of the yearly average contaminant 
concenuations from m years of sample collection (set Boxes 8.7 
ed9.6) ~- 

The standard error of the mean of the yearly means (see Boxes 8.9 
and 9.8) 

'Ihe designated clean up standard 

The degrees of M o m  associated with the standard error of an 
estimate (set Boxes 8.7 and 9.6) 

The distance of the monitoring well frwn the treatment well. 

- -  - -_  
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APPENDIX B: EXAMPLE WORKSHEETS 

W O R K S H E m  I Sampling Wclk 

Set Section 3.2 in "Methods fa Evaluating the AElainment of Cleanup Srandards", Volume 2 

I SrTE: SitcABC 1 
Sample 

W d  
N W k  Describe each sampling well to be used to assess attainment 

W 

Decision Crittria: Wells assessed (Checked one) Individually @ As a Group 

Use the Sampling Well Number (w) to refer on subsequent sheets to the sampling wells described 
above. 

Attach a map showing the sampling wells within the waste site. 
Date Completed: FxAMpLE Completedby EXAMPLE 
Use additional sheets if necessary. page - of - 
Continue to WORKSHEET 2 if wells arc assessed individually. 
Continue u1 WORKSHEET 8 if wells are assessed as a group. 



APPENDIX B: EXAWE WORKSHEEKY 0 0 7 
WORKSHEET 2 Aitainmcni Objcciivcs for Assessing I n d i v W  Wclh  

See Chapter 3 in "Methods for Evaluating the Attainment of ~lcanuo Slandar&",'VOlUme 2 
i 

Cfor pwposcs of illustration, both methods will be used) 
Sample Design (Check one): Fixed Sample Size 81 Sequential Sampling ho 

J 

Probability of mistakenly declaring the well(s) dean = a = 
Probability of mistakenly declaring the well(s) contaminated = p = 

If %tile. Enter' 

Enm: proportion for 
~ e a n u p  Parameter a~tcmatc dtanate/nd 

Chemical Chemical Standard totest: hypothesis hyuotheb 
Number (withunits) Checkone mean null altcmate 

IfMean, critical 

Sample Collecnon Procedures to be used (attach separate sheet if necessary): 

Not specified for this example 

Secondary ObjectivedOther purpo sa for which the data is to be collected: 

- - _  - ~- - 

Use the Chemical Number (c) to nfcr on other sheets to the chemical described above. 
Aaach documentation describing the lab analysis procedure for each chemical. 
DarcComplettd: EX&ll&E Completed by ExAMpLE 
Use additional sheets if necessary. 

Continue to WORKSHEET 3 if a fixed sample size test is u~ed; ot 
Conunuc to WORKSHEET 4 if a sequenual sample ust IS uscd. 

Page - of - 
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1 100 75 23 

2 60 30 6 

Column Maximum, 

138.53 2.69 

199.50 2.03 

(Maximum of md values ) = C = I 2.69 1 
b i 

2 

Round C to next largest integmNumber of years of sample collection= m-1 3 1 
Total number of samples = nm = N = 

Date Completed: completed by EXAMPLE 
Use additional sheets ifnecessary. 
Continue to WORKSHEET 4 

An esrimate of cp, the serial cornlation, is necessary u) deramine the approPriate value of E Worlrsheets 15 and 
16 can be used to estimate cp. 4 = 3 was assumed for lhis example. 
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APPENDIX B: EXAMPLE WORKSHEETS 

I 

SITE: Site ABC 
NuMBER(c) AND DEsauPnoN [Z] 

CHEMICAL: 1. Hazardous u1 
ERIMBEqW) AND DEScRlpnoN [ 11 

WEJL 

YEAR: 1988, K = 1 

U1. dl ft. northeast of treatment well 
-ER(to 

I I %tile 0 Mcanm 

Number of saqles per year [3] = n = rl 
Number of samples with nonmissing data in year = nk = 

cleanup standard[2]= cs= 
Concentration used for obstrvations below the detection limit = 3 h, 

"Season l1 IsAGreatcr Datafor ..+ 
NWIlbCr: Sample Reponed Concentration thanCs? analysis 
jwithin Sample Collection Concen- Correctedfor ~ = Y c s  x*=AifMen 4 ~ 

thisk* ID datutim m i o n  DetcctionLimit 0 NO X;G = B if %tile 

1 11 
2 21 
3 31 
4 41 
5 51 
6 61 

- . 

J- A B 
Feb. 18, '88 I 88 I 88 I I 88 I 
April 12.38 123 123 123 
June 16, '88 98 98 98 
Aug. 15, '88 78 78 78 
Oct. 12. '88 89 89 89 
Dec. 11, '88 65 65 65 

90.17 L -  

nk 
M W  Of Xjk fOr this Lth =-= Xk = I I 

Date Completed: m X A F L  -PleM by EXAMPLE 
Use additional sheets if necessary. 
Complete WORKSHEET 4 for other chemicals, years. and wells, otherwise, 
Continue u) WORKSHEET 5 if a fixed sample size test is used; or 
Conunue to WORKSHEET 7 if a sequential sample test is used 

Page 1 of 1, 

. I .  
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.. .. : . . (-'! y \  APPENDIX B: EXAMPLE WORKSHEETS 
v I. 

' i: .. \: . .  
'.t 

WORKSHEET 4 Dda Recordr Md CaIculatbu When A ~ e s n n g  I n d i v h d  Wells; by Chrmwal. Well. 
a d  Yaar 

See Chapcu 8 a 9 in " M e w  for Evaluating h Attainment of Cleanup Standards", Vol. 2 . 1 

- 

. 
* 

SITE: Site ABC 
?wblBmc) - I21 
Nub(BEo(w) A m  D E s m o N  111 

1. Hazardous nl 
1. dl f t  northeast of treatment well 

CHEMICAL: 
WELL 

YEAR. 1989, K = 2 
Numbar UI q u u e  brrckcu 0 refa 10 tho Workshea from wtuch the infanrtion may be obuined 

B-8 
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S m :  Site ABC 
Nub(BER(c) AND DEEaLIpnoN 121 

CHEMICAL: 1. Hazardous #I 
NuwBER(W) AND DES-ON [ I ]  

WELL: 1. d1 f t  northeast of trcaanent well 
W W K )  

J YEAR: 1990,K=3 

.-, . 

. -  
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APPENDIX B: EXAMPLE WORKSHEETS 

SITE: Site ABC 
Nvwsol(c) AND -ON 121 

CHEMICAL: 1. Hazardous #I 
Nub(BER(W) AND DES-ON [ 11 

WELL 1. dl ft. northeast of treatment well . 

WORKSHEET 5 Dour CalculanOns for a Fixed Sample Six Tur W k n  Arsessing lndividrral Wells; bY 
Chemical and Well 

See Chapter 8 in "Me~hods for Evaluating the Auainmenc of Cleanup Standards". Volume 2 . i 

1 90.17 
2 83.00 
3 66.50 

8.130.63 
6,889.00 
4,422.25 

Total from previous page 

5 urad) 

Column Totals: A 239.67 I B 19,441.88 

Date Completed: 
Use additional sheets ifneccssary. 

Completcdby - J ,  

Complete WORKSHEET 5 for other chemicals and welb or continue to WORKSHEET 6 
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APPENDIX B: EXAMPLE WORKSHEETS 
0 0  d S J 0  

WORKSHEET 6 lnfcrence for Fixed Sample Sizes Tests When Assesnng lndivrdrrol Wells. by Cknucal  
Md Well 

See Chapler 8 in 'Methods for Evaluating the Aaainment of Cleanuo Standards", Volume 2 

NLR(BER(C) AND DEsauma [IT- 
NllMEEqw) AND -ON I1  

CHEMICAL: 1. H a d o u s  #I . 
1. dl h northeast of treatment well rn 

SITE: Site ABC 
NLR(BER(C) AND DEsamDN I21 

NllMEEqw) AND -ON I11 
CHEMICAL: 1. H a d o u s  #I . 

rn 1. d h northeast of treatment well : 
(21 a= 

[2] cs= 

Number of Years P] = 

Sum of the yearly means [s] = 

Sum of the squared yearly means [a = 

Ovaall mean concentration = 

m 

A 
m 
- 

A =  

B =  

- 
x =  

= sy .I B-m(a2 
m-1 Standard Deviation of the yearly means = 

Critical value from table of the t-disuibution 
(Table A. 1) for speclficd values of ( l a )  and Df = t =  

1 100 

I 3 

I 239.67 I 
I 19,441.88 1 
I 79.89 I .  

I 12.1376 1 
I 2' I 

I 7.0076 I 

- 
Upper One Sided Confidence Tntcrval= x + t K~ = pu,= I 93.1063 1 

If puac Cs then circle Clean, othenvise circle Contaminated: - 
Based on the mean concentration, the sampling well is: 

. -  - .  v 
Clean Conmninated 

Date Completed: EXAMPLE Completcdby EXAMPLE 

Complete WORKSHEET 6 foc orher cbanicals and wells . 
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APPENDIX B: EXAMPLE WORKSHEETS 
'+ '  

WORKSHEET 70 Data Calculations for a Sequential Sample When Assessing Wells Individrrolly; by  
chemical a d  Well 

See Chapter 9 in 'Melhcds for Evaluaung lhe Auainment of Cleanup Smdards", Volume 2 
i 

SITE: Site ABC 
NuMBErqc) AND WcIUpnoN 121 

WENW)AM)DEIQUP~ON[~J 
CHEMICAL: 1. Hazardous #l 

WELL 1. dl h northeast of treatment well 
Numben in square brrckeu [] =fato rhc W o r W  from which rhe infamrUiannuy be obumed 

r+i cleanup standardr2)= cs = 
Alotrnatcmean=Jl*= 

Robability.of mistakenly declaring the wcll(s) dean (21 = a = I ~ -. 1 1 
Probability of mistakenly declaring the wellcs) contaminated [2] = = -2  1 

Date Completed: Completed by -- 
use additional sheets if necessary. Page - of - 
Complete WORKSHEETS 7r and 7b for other chemicals aad wells 
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WORKSHEET 7b Data Calcdations for a SeqwntiaI Sample When Assessing Wells Individually: by 
Chemical and Well 

See Chapur 9 in "Methods for EvaluatinR the Auainment of Cleanup Standards", Volume 2 
~ 

SITE: Site ABC 
NUMBE)l(C) AND D m  (21 

CHEMICAL: 1. Hazardous #1 
NuMBER(w) AND -ON (11 

WELL: 1. dl ft. northeast of treatment well 
Numbers in 4 u u e  brrLu (1 refer U) h e  Worksheet h n  whvh the rnfonn~ron may k oburncd 

YCW t -  critical critical Decision: 
Number 

[41 6=p1-cs zm- Likelihood clean contaminated contaminatedLRSA, 
m 

value: value: clean LR > B, 

or no decision 
A c L R S B  

cs+ - 
2 

q m  
1-P P 

1 -a a 
B =- 

ratio =* A=- sqn 

If "no decision", collect another years' allotment of samples and test the hypothesis again. 
Date Completed: Completed by ExAMpLE 
Use additional sheets if necessary. 

A 

Page - of - 
- . - - - - - - Complete-WORKSHEETS 7r and 7b for orher chemicals and wells - _ _  -~ - 
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Not specified for this example 

, 

WORKSHEET 8 Attanmenr objecliws When Assruing Wells at a Group 
See Chapter 3 in “Methods for Evaluaunn the Ahnrnent of Cleanup standarbs”. Volume 2 

[ S m  Site ABC 
Numbm ut square brackets u refer LO the Worksheet horn w l u h  the domuuoq m y  be obuuted 

Sample Design (Check one): Faed Sample Size Sequential Sampling 

Robability of mistakenly declaring the well(s) dean 
Robability of mistakenly declaring the well(s) contaminated = B = 

chemicai 
to be tested chemical 

number namc 

Ifmean, Ifmean, 
entathe entcrthe 

cleanup paramcta almatc alternate 
S t a n d a f d  totest hypoth- h w t h -  

(withunits) Checkone esis esis 

Sample Collection Procedures to be used (attach separate sheet if necessary): 

DateCompleted:.-, Completedby FX,&Q&-, 
Use additional sheets if necessary. Page - of - 
Continue to WORKSHEET 9 if a fixed sample size est is used. or 
Continue to WORKSHEET 10 if a sequenual sample ust is used 



APPENDIX B: EXAMPLE WORKSHEETS 

- 

c 

WORKSHEET 9 Sample Sue When Using a Fiud Swnple Sue Test for Assessing Wells as a Group 
see Sect~ons 8.2 in "Methods for Evaluating the Attainment of Cleanup Smdards", Volume 2 

I SITE: Site ABC I 
From Table A f  

N u m b  in square brrkcU [] refer tn h e  Worksheet from whxh the Wonmuon may k oburned . Avvendix A 

Robability of mistakenly declaring the site dean [8] = a = I .1  pi.= =I 1.282 1 
Probability of mistakenly declaring the site contaminated [8] = p = r l z 1 . p  

m c a l c ~ n s  Number of samples per year = n = l s I @ a c c d  described in Section 8.2) 

Variance factor from Table A.5, Appendix A = F* = I 5.55 I 
For testing the mean concentration 
ChCXIliCd CkII lUD Standard Deviation calculate: 

Number [81 Standad81 

For testing the maximum concentration across all wells 
C h d d  ~ C a n U D  Standard Deviation calculate: 

Column Maximum, (Maximum of md values) = C = -1 
Round C to next largest integer=Number of years of sample collection= m = r ]  

- N = [ F l  _ _ -  -Total number of samples = nm - - _ _ _  - - - - - - - _ _  - - - - - 

DatcCompleted: -A, Completcdby 
Use additional sheets if necessary. Page - of - 
Continue to WORKSHEET 10 

An estimate of 0. rhe srrial comlauon. is neceSSary to determine the appropriate value of F. Worksheets 15 and 
16 can be used to estimate 0. 4 was assumed to be .20 for this example. 
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APPENDIX 8:  u(AMPLE WORKSHEETS 

WORKSHEET 10 Data Records for an Individual Well and Calcrrlorions When A S S m i J w  wells as 0 

Group: by Chmicd .  Well a d  Year 
See Chapter 8 a 9 in "Methods for Evaluating the Auainment of Cleanup Standards", Vol. 2 

r 1 
SITE: Site ABC 

m E n ( c )  AND DESCWHON [SI 
CHEMICAL: 1. Hazardous #I 

N U M B W W )  DEtCIUrmON [ 11 
WELL 
YEAR: 1988, k = 1 

3. d3 ft north of treatment well 
NUMBEn(K) 

Numbers in squuc brvkeu [] refer u) he Worksheet from which he infumuuon may be obtund. 

Number of samples per year = n = 1-1 
Concentration used for observations below the detection lkt = 1-1 

Sample ' Reported Concentraaon 
"Season" Sample collection Conccn- Corrrctedfor 
NUUlber ID time aaiion DeoectionIimit 

Date Completed: 
Use additional sheets if necessary. 

Completed by a &  
Page of A 

Complete WORKSHEET 10 for other chemicals. yean. and wells of continue to WORKSHEET 11 
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APPENDIX B: EXAMPLE WORKSHEETS 
0 ~ 4 3 1 0  

WORKSHEET 10 Dora Record for an individual Well and Calculations When Assessing Wells as a 
Group; by Cknucal. Well and Year 

See Chapter 8 or 9 in "Methods for Evaluaung h e  AUainment of Cleanup Standards", Vol. 2 

SITE: Site ABC 
NUMBWE) AND W ( X I P l l 0 N  [ e ]  
NUMBEU(W) AND DES-ON [ 11 

CHEMICAL: 1. Hazardous #l 
WELL 

YEAR: 1988, k = 1 

4. Q h. southwest of treatment well 
=WK)  

Numben in quare h k e u  [] refer P the W o r k r k c  from which the urfonnroon may be oburned 

Parameter to be tested (Check one) = 
Number of samples per year = n = 

Concentration used for observations below the detection limit = 1-1 
I - -  I 

Sample Repmud Conanmion 
"Season" Sample Collection Conan- Comctedfor 
Number ID time aafion DetccliOnLinrit 

- - 
~ 

Date Completed: Completedby WMPLE 
Use additional sheets if necessary. 

Complete WORKSHEET 10 for other chemicals, years, and wells or continue u) WORKSHEET 11 

Page A of 9, 

,. 

I A. 
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APPENDIX B: EXAMPLE WORKSHEETS 

WORKSHEET 10 Dora Records for an Individual Well and Calculalwnr W k n  Assessing Wells as a 
Group: by Chemical. Well and Year 

Ste Chap= 8 a 9 in "Methods for Evaiuafinn h e  Attainment of Cleanuo Standards", Vol. 2 

SITE: Site ABC 
M J m E i U C )  AM) DEsalPHoN 18) 

MJMBEiUw) AM) D u m o N  [ I ]  

-=OK) 

1. Hazardous #l 
5. ds ft. southeast of treatment well 

CHEMIW 
WELL 

1988, k = 1 
Nun& in 4 w e  h h u  [] rrfcr to tho Worksheet from which the inf- m ~ r y  b o b d .  

Number of samples per year = n = I 6 I 
Concentration used for observations below the detection limit = 1 7 1  

Sample Reported Concentmion 
"Season " Sample collection Concen- Comctcdfar 
Number ID time aation DeocctionLirnit 

Date Completd FxAMpl -E 
Use additiod sheets if necessary. 

Complete WORKSHEET 10 for other chemicals. yean, and wells or continue to WORKSHEET 11 
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WORKSHEET 10 Data Records for an Indivuiual Well and Calculononr When Assesnng Wells as a 
Group: by Chemical, Well and Year 

S a  Chapter 8 or 9 UI “Methods for Evaluaung Lhe Auainmenc of Cleanup Standards”, Vol. 2 

SITE: Site ABC 
W E R ( C )  AND OEXRlPnON [ 81 

NuMBER(W) AND DEScIurmoFl[ 11 

W W K )  

C H E M I W  1. Hazardous #I 

WELL: 

YEAR: 1989, k = 2 , 

3. d3 ft north of treatment well 

N m k n  UI 4 u u e  brackcu [] refer LO Ihe Workrheu from whwh rhc lnfonnuron may k o b t u n d  

1 31 Feb. 15, ‘89 87.11 87.1 1 
2 32 Apr. 17, ‘89 78.38 78.38 
3 33 June 14, ‘89 80.61 80.61 
4 34 Aug. 18, ‘89 73.5 1 73.5 1 
5 35 Oct. 15. ‘89 89.16 89.16 

. 

. 

6 

Parameter to be tested (Check one) = 
Number of samples per year = n = 

36 Dec. 13, ‘89 . 100.26 100.26 

Concentration used for obstrvarions below the detection limit = 1 7 1  

L 

I I I 

Sample Reported Concentration 
“Season “ Sample Collection Concen- Comctedfor 
Number ID timt nation DcDcctionLirrrit 

Date Completed: Completdby EXAMP= 
Use additional sheets if necessary. Page 4 of 

Complete WORKSHEET 10 for othu chemicals. yean. and wells 01 continue IO WORKSHEET 11 
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WORKSHEET 10 Data Recor& for M Individud Well and Caic&wns When Assessing Wells as ca 
Group; by Ckm'cal. Well and Year 

See Chapter 8 a 9 in "Methods for Evaluating Lhe Auahment of Cleanuu Smdards", Vol. 2 
1 

S l - E  Site ABC 
m C )  AND D m  [a] CHEMICAL: 1. Hazardous #1 
NuL(B~w)ANDDEpQurmoW[11 

W a L  

YEAR: 1989, k = 2 

4 . 4  h southwest of treatment well 

Numben in square brvbu [J d e r  to thc Worlcrh&c from which rba in[annrrion may be obuincd 

Number of samples pcr year = n = 
Concentration used for observations below the detection limit = 

Sample Reported Concentmaon 
"Season" Sample Collection Conccn- Comctcdfor 
Nllmber ID tkne rration DetcctionLirnit 

Date Completed: -EX&EJL.  
Use additional sheets if necessary. 

Complete WORKSHEET 10 fa orha chemicals, yean, and wells Q continue OD WORKSHEET 11 
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v 

SITE: Site ABC 
NUMBER(C) AND DESaWnON [a] 

CHEMICAL: 1. Hazardous #1 
L 

NuMBER(w) AND D E S r n O N  [ 11 

NUMBWK) 
m 
YEAR. 1989, k = 2 

5. d5 ft. southeast of trtatment well 

. _ _  -_ . _  - -  _ _ -  - __ - __ - - 

.. . 

... 1 

- -  - 

I 
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APPENDIX B: EXAWLE WORKSHEETS 

' W O R K S H E k  10 Dara Records for an Individual Well a d  Calcrrlori4ns When Assessing Welk as a 
Croup: by Chemical. Well and Year 

See Chapter 8 or 9 in "Methods for Evaluating the Auainmcnt of Cleanup Standards". Voi. 2 
h 1 

SITE: Site ABC 
HuMBmC) AND 0- (8) 

CHEMICAL: 1. Hazardous #1 
NuMBEqw) AND wmoN 11 I 

W E R ( K )  
WELL 

YEAR: 1 9 9 0 . k = 3  

3. d3 f t  north of treatment well 

N u m h  m square brlckcu [I refa LO the Worksheet from which the mfmulon may k oburncd. 

Parameter to be tested (Check one) = 
Number of samples per year = n = 

Concentration used for observations below the detection limit = 

Sample Reponed Concentration 

Number ID time aation DeoectionLimit 
"Season " Sample colltction conccn- currcctedfor 

I I 

Date Completed: 
Use additional sheets if necessary. 

Completedby EXAMPLE 
Page 1 of S, 

Complete WORKSHEET 10 for other chemicais. yean. and wells or continue ro WORKSHEET 11 
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L 

SITE: Site ABC 
MIWBER(C) AND -ON le] 

CHEMICAL: 1. Hazardous #1 
NuMBER(W) AND DES-ON [ 11 

WELL: 

YEAR: 1 9 9 0 , k = 3  

4. & ft. southwest of treatment well 
NUMBENK) 

Parameter to be tested (Check one) = 
Number of samples per year = n = 

Ln Concentration used for observations below the detection limit = 

Sample Reported Conccnaation 
"Season " Sample Collection Conccn- Comctedfor 
Number ID time nation DemionLimit 

I I I I I 
I 

I 
I 

_ _  _ - - -  

Date Completed: ExAMpLE 
Use additional sheets if necessary. 

Completed by ExAMpLE 
Page of 9, 

Compleu WORKSHEET 10 fa other chemicals, years. and wells or continue to WORKSHEET 11 

f .  
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APPENDIX B: EXAMPLE WORKSHE€rS 

WORKSHEm 10 Data Records for an Individual Well and Calcvlorwnr W k n  Assessang WelLr as a 
Group: b.r C k m i d .  Well and Year  

See Chapler 8 or 9 in "Methods for Evaluating b e  Attainment of cleanup Standards", Vol. 2 
b 1 

SITE: Site ABC 
NUM~WC) AND o u a u m o ~  [el 
M I W B W W )  AND -ON [11 

CHEMICAL: 1. Hazardous U l  

wI.u; 

YEAR: 1 9 9 0 . k = 3  

5. d5 k southeast of treatment well 
WNEIYK) 

Numbas insquare b r v L u  U+to thc W&&cahwn wvhich thc infomuionmsy k o k r i n s d  

M W G I  Parameter to be tested (Check one) = r l  
Number of samples per year = n = 

Concentration uscd for observations below the detection limit = 

Sample Reported Concenmtion 
"Season" Sample collection Concen- Camctedfor 
Number ID timc mion DetectionLirnit 

D a t e C o m p l e t a k R U M E J J ,  
Use additional sheets if necessary. 

Completed by . E X , L .  
Page of 9- 

Complete WORKSHEET 10 far orher chemicals. yean, and wells or continue to WORKSHEET 11 
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0073183) APPENDIX B: EXAIWLE WORKSHEETS 

m 

WORKSHEEl 1 1 Dtua Recordc and Calcrrlarions When Assessing Wells as o Group; by Chemical and 
Ye- 

See Chapter 8 or 9 in "Statinid Methods for Evaluating h e  Attainment of Superfund Cleanup Standards", Vol. 2 ~ 

I 

SITE: Site ABC 
NvMeEn(c) AMI DEXRWIWN 181 

CHEMICAL. 1. Hazardous #l 
MJ-nYK) 

YEAR: 1988, k = 1 
Numben UI square brrcbu [J refa IO Ihe Workshau from whwh thc m[onnuron may k o h d .  

Total of xj forthis year = A = -522.301 

DatcCornpletcd: Completed by 
Use additional sheets if necessary. page 1 of 3 
Complete WORKSHEET 11 f a  orher chemicals; otherwise, 
Continue to WORKSHEET 12 if a fued sample size lest is used; or 
Continue to WORKSHEET 14 if a sequential sample is used 
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. WORKSHEET 1 1 Data Records and Calcdatrotu Wkn Assessang Wells as Q Group; by Chcrmcal and 
re- < ,  

See Chapter 8 or 9 in "Stausucal Methods for Evaluauna the Attainment of Superfund Cleanup Standards". Vol. 2 

SITE: Site ABC 
~NMENc) AND (8 J 

NuMBER(K) 

CHEMICAL: 1. Hazardous #1 

YEAR. 1989, k = 2 
Nurnkn in squpc brvkeu [J refer to rhs Worluhru fxom w h k h  he in fdmnuy  k ok. incd 

Sample Design (Check one): FIX& Sample Size 0 Sequential Sampling 81 
Paramem 00 bt te~tcd (Check om) = 

Number of samples per year [9] = n = 

Total of x, for this year = A = I 522.47 1 
Mean of x j ~  for this year =& = $ = -1 87.08 

Date Completed: Completed by . - E 2 i  
Use additional sheets if necessary. Page 2 of 

Complete WORKSHEET 11 for other chemicals; orhawise, 
Continue to WORKSHEET 12 if a fued sample site wt is used; Q 
Continue to WORKSHEET 14 if a sequential sample test is used. 
L 

. 
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APPENDIX B: E%IMpLE WORKSHEETS 007310 

C 1. 

WORKSHEET I I Daa Records and Calculawns When Assessing Wells as a Group: by Ckmical Md 
Year 

See Chapter 8 or 9 in "Slaustkal Methods for Evaluating the Atfaiment of Superfund Cleanup Standards", Vol. 2 

Sample Design (Check one): Fmed Sample Size 0 Sequential Sampling a 
Parameta to be tested (Check one) = 

Number of samples per year [9] = n = 

- - _ _  - _ .  - _  

Date Completed: EXAMPLE- Completed by 
Use additional sheets if necessary. Page 3 of 3 
Complete WORKSHEET 11 f a  other chemicals: orhawise. 
Continue to WORKSHEET 12 i fa  fued sample site twt is us& a 
Continue to WORKSHEET 14 if a sequenual sample tcst b used. 

B-27 
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* r  

1 , *  
-* *' APPENDIX B: EXAMPLE WORKSHEETS 

' WORKSHEkT 14a Dola Cdcularions for a Sequential Sample W k n  Assesring Wells as o Group: by 
Ckmical 

See Chapcer 9 in "Methods for Evaluating the Auainment of Cleanup Standards", Volume 2 
I 

SITE: Site ABC 
HVMSEUC) AJUD D-ON [ai 

CHEMICAL: 1. Hazardous #1 
Numbas in rqurrc brckeu [J rcferu, Ihc WorLhcct frmn which the infonnuion may be obuinsd 

Probability of mistakenly declaring the well(s) clean [8] = a = 
Probability of mistakenly declaring the well(s) contaminated [8] = p = 

Ycar Yearty Cumulative cumulative MCan Standard 

[I11 [111 (A0 = 0)  (Bo = 0)  y d y  averages) 
Number Avaage SUmOfj?k Sum of (average of Deviation of Mean 

k xk Ak=Ak.l+zk Bk=BL.i+< Sirm = - 

Date Completed: EXA- 
Use additional sheets if necessary. 

Completed by ,-E&?&ELE-, 
Page - of - 

Complete WORKSHEET 141 and 14b for otha chemicals and groups of wells 

A 
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1 APPEND= B: EXAMPLE WORKSHEETS 

SITE: Site ABC 
NUMBEII(C) rn - 181 

C H E M I W  1. Hazardous #1 

If “no decision”, collect another years’ allotment of samples and test the hypothesis again. 
Date Completed: Completedby 
Use additional sheets if necessary. Page - of - 
Complete WORKSHEET 1 4  and 14b for other chemicals and groups of wells 
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~ ~~~ ~~ ~ 

APPENDIX B: EXAMPLE WORKSHEETS 
9 

WORKSHEE7 15 Removing Seasonal Parterns in  the Data (Use QI First Step in Compuing Send 
comlodons) 

See Secoons 8.4 and 9.4 in "Methods for Evaluating the Attainment of Cleanuu Standards". Vd. 2 

SITE: 

CHEMICAL: 

Site D E  (&fa independent offve-well examp 

1. d1 ft. south of treatment well 
Numbem UI quam bvhu [] refa u) the Worluhcm from w h r h  the rntomuuan m y  be 

Number of 
"Season" Measurements for each "season" for year k ycanwith Row Row 
N u m b c r Y m A  Y - 2  Ym- Ym- Ym- Data T d  

Corrected measurements with seasonal patterns removed 
"Season"Comcted Mcasurrmcnrs for each "season" for year k 

N u m b e r Y ~ l ,  Y m A  Ym,, Ym- Ym- 

I 

DatcCompleted: Completed by 
Use additional sheets ifnecessary. 
Complete WORKSHEET 15 for orha chemicals 
Continue to WORKSHEET 16 if rvial comlations arc king computed 

Page - of - 
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WORKSHEET 16 Cdcdaung Serial correituwnr 
See Sesuons 8.4 and 9 4 in 'Methods for Evaiuaona the Attainment of Cleanup Standards", Vol. 2 

SITE: Site D€€ (dota independent offve-well eurmp le) 
NLIMBER(C) AND DES(3UPTION (2 OR 81 

CHEMICAL: 1. chemical #1 
N U M B E R ( W ) A N D ~ o N [ I J  

WELL: 1. dl ft south of treatment well 
N m h  m q w e  kvkur 0 refer ID h e  Warkahm from whrh the mfamrruon m y  k oburnsd 

Period between well samples in months = t = 

i 

[ 21 ' 1  
31 
41 
51 
61 

Residual M U C t  

-6.5 - -149.5 23.0 
7.5 
12.0 
5.5 

-17.5 

172.5 
90.00 
66.00 
-96.25 

5 
Totals from previous page = 0 (imofcthanone 

Worlcrhett 16 is used) 

ColumnTotals= 1A 82.75 I 

2 

42.25 
529.00 
. 56.25 

30.25 

0 

- 
serial Comiation between monthly observations = 4 = (bo) l D  = 

DatcC0mplCted:EyAMpT.~ 
Use additional sheets if necessary. 

Completed by 

. Page 1 of 2 
Complete WORKSHEET 16 for other chemicals 
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APPElhCDIX B: EXAMPLE WORKSHEETS 
, .  -. I, . WORKSHEET I6 cdcdating serid C o r r e ~ i o m  

Sce Scctions 8.4 and 9.4 in "Methods for Evaluating Ihe Attainmat of CIeanup Standards", Val. 2 
1 

Data 
Numbers 

3r 
YW k) 

(season within 
i 

' Fl 
42 

H 

Residual product 

173 

42.25 
529.00 
56.25 

30.25 
306.25 

El 
Totals from previous page = 

(ifmorelhanone 
Workshet 16 is uscd) 

Column Totals = 

Estimated serial correlation basedon the dam=$= = 
- 

Serial Correlation between monthly observations = 4 = (&) 
* 

1-1 = 

Date Completed: lXUpl -E  
Use additional sheets if necessary. 

Complete WORKSHEET 16 for other chemicals 

Completed by , E X A M P L E  
Page 2 of 2 
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APPENDIX B: EXAMPLE WORKSHEETS 

-- - 

WORKSHEET I R  Basu Calcdatwns for a Simple Linear Regression 8073Bo 

- I - 2 -  I - -23.67 - 79.89 ~ - - 2 - - - 

See Secuon 6.1 in 'Methods for Evaluatinu the Attainment of Cleanup Standards", Vol. 2 

SITE: Site ABC 
~ ~ E s a u P n o N  [Z 81 Hazardous 

CHEMICAL 

W E L  
NvMeER(W) AND D5-W [ I] 

1. dl ft. northeast of treatment well 
Nuznkn UI square m u  [] refer to rhe Wur&hmcfmm which rhe infomum may be okurscd 

Concentration us~d when no concenaacion is reported = I 10 I 
Number of collectable samples = N = 1 3 )  

Concentration Transfond 
Sample Comcted for T i  
Number Detection Limit Variable 

n Yn Yn X n ,  2 

1 I I I I 

1 I I I I 1 

DatcCompleted: m, 
use additional sheets if necessary. 

Completedby FxqElpl.F. 
Page - of - 

Complete WORKSHEET 1R for othu chanicals or continue to WORKSHEET 2R. 
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APPENDIX B: EXAMPLE WORKSHEErS 

WORKSHEET 2 R fnfcrence in a Simple Linrcu Regression I .  

See Section 6.1 in "Methods for Evaluating the Attainment of cleanuo Slandards", Vd. 2 
1 

Estimating Regression Coeffrcients 
S, [ 1R) = -1 Number of collectable 

samples (IR] = N r 

a =  . I  I I 
Estimated Intercept [IR], bo = 9 - (b1.Z) = 

Sum of squares due to error [IR], SSE = S, - 
D e F o f € i d o m , D f =  N-2 = 

critical value from table of t-dismbution (Appendix A. 1) 
for specified values of (1 -3 a n c i ~  = t P 

SSE MeanSquanErmr,MSE= - - N - 2  - 
StandardErIurof the Slope, s&) = de = 

Uppa Two Sided Confdencc Intaval 

Lower Two Sided Confidence 
far  slop^: bl + t s&) = 

Lntffval fm  slop^: bl - t ~ ( b l )  = 
Calculating Prediction Limits 

Value of x, at which conccnuauon is to be predicted = 

Predicted value, 9 = bo + blx, = 

standardEmrrof-value=s9 =d M S E ( ~ +  + "'1 - - 
Upper Two Sided Confidence Interval for Prediction = i y  t *S$ = 
Lower Two Sided Confidence Intcrval for Ralictim = $ - t *S$ = 

,,.,,I 
121 
-1 
I 103.57 I 0 14.51 1 

2.5 
73.97 - 

I 4.6000 I 
Uppr 103.01 
I n w u  44.93 

Dace Completed: . - @ .  completed by 
Use additional sheets if necessary. 
Complete WORKSHEET 2R for otha chemicals 

Page - of - 
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APPENDIX C: BLANK WORKSHEETS 

The workshcets in this appendix can be photocopied when needed. Thcn the copies 
may be used in their cumnt form or modified, as appropriate. They may be employed to 
document the objectives and decisions, record data, and make calculations to determine if the 
ground water at the site attains the cleanup standard. These wurksheets nfa to in the main text of 
this document. Appendix B provides examples of how to fill out the worksheets. 

The initial appearance of a "Bdd" letter in a worksheet represents an inmediate 
computation, the result of which will be used in a latcr computation and will also be signified by 
the letttr in "Bold" script 

To maintain adequate precision in doing the computations appearing in the 
worksheets, (pdcularly in the calculaxion of estimated Variances, standard deviations, or standard 
m), the number of decimal places retained should be as high as possible, with a minimum of 
four. 

4 -  
0. 

c- 1 
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APPENDIX C: BLANK WORKSHEETS 

Table C. 1 Summary of Notation Used in Appendix C 

Symbol 

rn 

n 

.N 

index i 
index k 
index j 

index C 

index w. 

Xi 

Xjk 

. 

Definition 

The number of years for which dam were collected (usually the 

The number of sample rncasurt~~#tlts per year (for monthly data. n 
= 12; fur quarterly data, n = 4). This is also referred to as the 
number of "seasons" pa year 

The total number of sample m c a s m n t s  (if thm arc no missing 
obsavations, N = mn) 

Indicates the cxda in which the groud-watcr samples are collected 

analysis will be pafonned with full years WORh of data) 

Indicates the year in which the gn3Und-m samples arc collected 

gruundwaoasamplesared~  

Indicates the well sampled 

Indicates the season or time within the year at which the 

Indicamthechcmicalanalpd 

Contarninant mcamumnt for the ith ground-water sample 

An alternative way of dcnothg a contaminant mcasunmcnt, w h a t  k 
= 1, 2, ...* m denotes the y m ,  and j = 1, 2, ..., n denotes the 
sampling period (season) within the year. The subscript for x1 is 
related to the subscript for in the following manner . i=&-l jn+ 
j. 

The mean (or average) of the contarninant mcasurrments for year k 
(set Boxes 8.5 and 9.4) 

f i e  mean of the yearly averages for years k = 1 tom. 
k 

The standard deviation of the yearly average contaminant 
concentrations from m years of sample collection (see Boxes 8.7 
and 9.6) 

The standad error of the mean of the yearly means (see Boxes 8.9 
and 9.8) 

The designated clean up StandaTd 

The degrecs of freedom associated with the standard error of an 
estimate (see Boxes 8.7 and 9.6) 

. 
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QB'a3Jiai, APPENDIX C: BLANK WORKSHEETS 

See Section 3 2  m "Statistical Methods for E v a l ~ t i n ~  the Attainment of Cleanup Standards", Volume 2 

1 S m :  
Sample 

WCll 
NWIlber Dtscribe each sampling well tobe u d  to assess attainmnt 

W 

M i o n  Critaia. Wells asstssed (Checked om) Individually 0 As a GroupO 

Use the Sampling Well Number (w) to refer on subsequent sheets to the sampling wells described 
above. 

_ _  - - - -  
__ ~- - -Attach a map showing the sampling wells within the waste site. ~ 

Datc Curnpleoed: Completed by 
use additional sheets ifnectssary. page - of - 
Corrfinue to WORKSHEET 2 if web arc assessed individually. 
Continue 10 WORKSHEET 8 if wells arc assessed as a group. 

c-3 



APPENDIX C: BLANK WORKSHEETS 

WORKSHEET 2 ~tlainmrw Objccnves for k S S i n g  ~ndivihrol welb 
See chaora 3 in 'Mahods for Evaluating the Atlainmart of Cleanup Standards', Volume 2 

Number in- hvLu 0 r e f a m  tbs W a W  &om whvh thc urfannu~mawy be ok.msb 
I SITE: I 
Sample Design (Check one): Fixed Sample S i z c  [I] Sequential Sampling [I] 

Probability of mistakenly declaring the well(s) dean = a = 
Robability of mistakenly declaring the well(s) contaminated = = E 

alcmical 
Number 

En= proportionfur 
Q-up paramter alttmate altanarr/null 
Standard totest hypothesis 

(withunits) Check- mean null almnatc 
C ' cs. . u1 Pn P1 

Secondary Objectives/ Other puqmscs for which the data is to be collected: 

Use the Chemical Number (c) to refer on ocher sheets to the chemical described above. 
Attach documcntarion desnibing the lab analysis procedure far each chemical 
Date Completed: 
use additional sheets if mccssary. 

. .  

Continue 10 WORKSHEET 3 if a fixed sample size tut is ILSU& Q 
Continue 10 WORKSHEET 4 if a sequential =pk test is used. 



APPENDIX C: BLANK WORKSHEETS 0 0 7 3 1 0 

- 

WORKSHEET 3 Sample Sire When Using a Fixtd Somple Sue Test for Asses ing  Individual Wells 
See Sections 8.2 in Werhods for Evaluating the Auainment of Cleanu~ Standards". Volume 2 

I 

Probability of mistakenly declaring the site dean (21 = a = I-kl.= 

Robability of mistakenly declaring the site contaminated (21 = p = I-lz1.p 

SITE: J 
N u m b  inrqurrr buk;eu 0 referto the Worlrrhsct from whvb the mfannrwnmy bobumsd 

Frun Tabk Al. 

(bsssdm- 
cksuiibed in Section 8.2) Numberofsamplesperyear=n= 

Variance factor from Table A S  Appendix A = F1 = 

. _ - -  

* An esthue of @, the said comlation. is llccus~y to detnmine the appmprinte value of F. WaLshea, 15 and 
16canbe used toestimotcC 

c-5 
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APPENDIX C: B M  WORKSHEETS 

WORKSHEE? 4 Data Recordr and Calcdorwnr W k n  Assessing Individval Wells: by Chemical. Well. 
d Y U V  

seechaota 8 a 9 m "Methods for Evaluatinn tk Aaainment of cleanup Standards". Vol. 2 

Sample Design (Check om): Fixed Sampk S i z e  Sequential Sampling 0 
%de 0 EEl Paramem U) be tested (2) (Check me) = 

Number of samples per ycar (3) = n = 
Number of samples with nonmissing data in year = nk= 

cleanup StandaIdl2] =G= 
Conccnaaaon usad far obsavations below the dettction limit = 

'I Season" IsAGreater Datafor 
Nllmbcrr Sample Reponed Cancentration thana? analysis 

Total Of  XB f a  this yc;lr = C = -1 
A b 

Date Compktcd: Completed by 

Complac WORKSHEET 4 far otha chunicals, y c a n  and wells; odwrwisc, 
Continue to WORKSHEET 5 if a fixed sample size Lest is used; Q 
Continue to WORKSHEET 7 if a sequential sample mt is used. 

Use additional sheets ifmcessary. page - of - 
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WORKSHEET 5 Dora Calculapbnt for a Fktd Sample Size Trtr W k n  Assessing Individual Wells: by 
Chemical and Well 

seechaocer 8 in 'Methods for Evaluatinn the Attainment of cleanup standards'. Volume 2 

SITE: 
CHEMICAL 

WELL 

-4 AND - (21 

Numbm mrquPa brLu 0 r e f e m  tbe W m k h s u f n r m  whichtbeinfamvriaruuy baobtaind 

Year 
NUUlbcr 

M a  
for the 
Y= [41 

Complete WORKSHEET 5 f a  otha chemicals and well, a continue u) WORKSHEET 6 . 
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APPENDIX C: BLANK WORKSHEETS 

PI a= 
PI cs= 

Number of Years 01 = 

sum of the yearly means (9 = 

Sum of the squad yeariy means [9 = 

Ovaallmeanmccnwtion= 

= B 
- = x =  A 

rn 
- 

= =  
4 B-m(sr>z 

a51 Standard Deviation of the yearty means = 

DegnxsofFr#Qmforg= m-1 = Df= 

Qitical value from table of the t-disuibutim 
flablc A. 1) for specified valucs of ( 1 4 )  and Df= 

standard Error far the ovaall mean = 2L = qm= - 
0 - 

Upper One S i d d  Contidcnce Intaval= x + t sir, = pus= 

C-8 



0 

E 
E 

aeanup standard01 = cs = 
Alternate LLlcan = p1.s 

Robability of mistakenly declaring the well(s) dean (21 = a = 
Probability of mistakenly declaring the well(s) contaminated (21 = B = 

c-9 



APPENDIX C: BLANK WORKSHEETS 

*LR=exp ( 6 ,  m-2 t d * F )  mlu2 
0 

If "no decision", collect another years' allotment of samples and test the hypothesis again. 
Date Completed: Comprctcd by 
use additional sheets ifmccssary. page - of- 

Complere WORKSHEETS f a  and 7b f a  otha chemicals and anllr 
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APPENDIX C: BLANK WORKSHEETS 

WORKSHEET 6 Auainmenr Objectives When Assessing We1l.s Q( a Group 
See Cham 3 m "Methods for Evaluatinn the Attainment of ckanuo Standards', Volume 2 

1 SITE: I 
N ~ b m  in4wre bvlw 0 doto b e  W-fmm which thc infamuraamy bc okrinsd 

Sample W g n  (Check om): Fixed Sample Size 0 Sequential Sampling 

E Robability of mistakenly declaring the wcll(s) dean = a = 
Probability of mistakenly declaring the well(s) contaminated = B = 

Ifmcan, Ifmean, 
enterthe enterthe 

chemical aeanup paramctcraltanatc almnatc 
to be tested chemical standard tOt tsc h m -  h y t h -  

n u m b  name (withunits) Checkom ais ens 

Sample Collection Roccdurts be used (anach separate sheet if necessary): 

S t c o n d a ~ ~  Objectives/ Other purposes for which the data is to be collected: 

. I  - 
Use the Chenrical Number (c) to refer on other shects to the chemical described above. 
Attach documentation describing the lab analysis procedure for each chemical. 
Date Completed: Completed by 
Use additional shects if neceswy. page-of- 
Continue to WORKSHEET 9 if a fued sample size test is used; or 
Cootinue to WORKSHEET 10 if a seqluuipl sample ~cst is uscd. 

c-11 
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r 

DateComplctuk 

Continue to WORKSHEET 10 
use additional sheers ifrlaxssq. 
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WORKSHEET I O  Data Recordr for an Individvol Well a d  CalcnUons W k n  Artrssing Wells as o 
Group; by Chemical. Well and Year 

seechapra 8 a 9 in Wethods for Evaiuatin~ the Aaahnent of cleanup S m d m W .  VoL 2 

SI-IE 

(3HEMIcAL: 

wE[L: 

YEAR. 

m c )  AND Desmmm (8) 

?4lIamER(w) AND m a 4  [ 1 J 

NU-=(.) 

Numbm inqm8bVLu 0 refer to dra Workaka from which dra infomutwrn ' mybobmintd. 

Paramcttr to bc tested (Ckkonc) = 
Number of samples per year = n = 

Concentration used for observations b low the daection limit = 

Sample Rcporred hanuation 
"Season" Sample collection conccn- carractedfor 
N W b a  ID tirrre tration DcotctionLitnit 

H 
, , :  

. 
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WORKSHEET I I D m  Records and Calcrrladonr W k n  &using We& QI a Group; by Cknucal wui 
Y W  

seechaovr 8 a 9 in 'Methods fa Evaluatin~ the Auainment of Clcanuu Standards'. VoL 2 

SITE: 
CHEMICAL 

Numiun(c) AM) msalmaN 181 

K) 
YEAR.- 

N m b  insqwrebrrLu fl darn the W Q l t r h & C k  which drinfomuimrny beok.msb 

Sample Design (Check one): Fixed Sample Size 0 Sequential Sampling 0 
Pasamtta to be tested (Check one) = I 
Number of samples pa year [9] = n = I 1 

Mcasurcfor 
analysis 

NumbaItOI [lo] r 101 [lo] r 1ol [lo] orrowmcan) 
"Season" Well#- Well#, Well#- W #- Well #- (row maximum 

Date Completed: Completed by 
use additional sheets ifnectssary. page-of- 

Complete WORKSHEET 11 fa orha chemicals; orhawise. 
Continue to WORKSHEET 12 ifa fixed oample site test is us& Q 
Continue to WORKSHEET 14 if a sequential sample tut is used. 

C- 14 
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00';13%gg 
WORKSHEET 12 Daro Calcuhwns for a FLrd Sample Sixe Test W k n  Assessing Wells as a Group; 

by Ckmicd 
seechaotn 8 in 'Mahods for Evaluaann the Attainment of Ckanup Standards'. Volume 2 

SITE: 
CHEMICAL: 

-c) - [SI 

N m n b  in- bwlrur [I refer to h e  W o r k s h a a h  which the infarrmriaamry b okrinod 

I I I I 

DattCmpkmk Completed by 
use additional sheets ifnecessary. page - of- 

Complere WORKSHEET 12 fop orha chunicpls 01 cocltinue to WORKSHEET 13 

c-15 
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= S F  
Dep&sofFrtedomforsp m-1 = IX= 

1, B-m(E)2 
m-1 Standard Deviation of the yearly means = 

SITE: 

(3HEMIcAt: 
NUUBER(C) AND D~XPIPI#(II [el 

Value from cable of Tdismbution (Appendix kl) 
for specified values of (1 - a) and Df= t =  

Date Completed: Completed by 

page - of - 
Complete WORKSHEET 13 f a  other chemicals 

' - 1  

c 
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E Probability of mistakenly declaring the well(s) dean (81 = a = 
Probability of mistakenly declaring the well(s) contaminated [8] = B = 

. 

Date completed. Completed by 
. -  

-~ - useadditionalsh~ifnecessay. ' Page--of-- - 

C o m p b  WORKSHEET 14a ud 14b fa orha chemicals and gmups of welt 

C- 17 
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I I I I I I I 

I I I I I I I 

If "no decision", collect another years' alloamnt of samples and test the hypothtsis again. 
Datc Completed: Completed by 
Use additional sheets if necessaxy. Page - of - 
Complete WORKSHEET 14s and 14b for otha chemicals and groups of wells 

C-18 
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Corrected measurements with seasonal patterns removed 
"Season"Comcted Measurcmcnrs for each "-n" for year k 

NumberYm- Ym- Yr,, .YP=- Ym- 

Use additional sheets if n e w .  
Complete WORKSHEET 15 for otha chemicals 
Continue 10 WORKSHEET 16 if serial amclarions pn king computed 

c-19 
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Data 
NWbUS' 

jk 
(season within 

Year'=k= 
Mod betmen well samples in months = t = 

Residual ROdUCt 

DatcComplcted: 
Use additional sheets if mccssary. 

Complete WORKSHEET 16 f a  orhu chemicals 
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. 

I 

use additional sheets ifnecessary. 
Complete WORKSHEET 2R fa aha cbearicrlr 
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APPENDIX D: MODELING THE DATA 

A model is a mathematical description of the process or phenomenon from 
which the data are collected. A d e l  provides a framework for extrapolating from the 
measurements obtained during the data collection period to other periods of time and 
describing the important characteristics of the data Perhaps most importantly, a model 
m e s  as a formal description of the assumptions which arc being made about the data. 
The choice of staristical method used to analyze the data depends on the name of these 
assumptions. 

"he results of the statisad analysis may be sensitive to the degree to which 
the data adhere to the assumptions of the analysis. If the statistical results arc quite 
insensitive to the validity of a particular assumpaon, the staristical methods arc said to be 
"robust" to departures from that assumption. On the other hand, if the results are sensitive 
to an assumpaon so that the results may be substantially incomct if the assumption dots 
not hold, the validity of that assumption should be checked before the results of the 
analysis are used or given credence. 

f 

After steady state conditions have been reached, the model assumed to 
describe the ground water dam is the equation in Box D.l. 

The labaratory measurrment, +. will beexprrssedinmcasuremcnt units 
selected by either the lab or the management of the cleanup ef fm All terms in the model 
equation must have the s ~ m e  units. The samples on which the mtasratmarts are made can 
be identified by the time and location of collection. In the model above, the location is 
indicated by the well identifier w. For wells in which samples are collected at different 
depths or by diffmnt sampling equipment. a more extensive set of identifiers and 

an avcxage concennation in several wells), xtcw represents the combined measure and w 
- - - __ - - __ -- - subscripts will-be required. -If the-parameter being testcd represents a group of wells (e.g., - - - ~ 

refas OD the p u p  of wells. 

. 

ni 
. . _ -  
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Box D.l 
ModtlingtheData 

The model, assumed to describe ground water data after steady-state 
conditions have been itached is: 

W h a t  

xtcw = 

c l c w .  = 

S"(t), a 

lab measurement of chemical c for the sample collected at 
time t for well w. 

long-tam (or short-term) average concentration for chemical 
c in well w. 

a seasonal pattern in the data for concentntion of chemical c 
in well w, assumed to repeat on a regular cycle. The 
subscript u(t) designates the point in time within the cycle 
when the sample was collected. In most situations the term 
Su(t cw will correspond to a yearly cycle associated with 
yearly patterns in ecmpaature and precipitation. 

serially correlated nOrmal error following an auttxcgrtssive 
model of order one (Box and Jenkins, 1970). (Note: 
seasonal autc+amlations am assumed to be negligible a k r  
the seasonal cycles (S,(t)cw) have been removed). The 
comlation, p, between two measurements separated by timc 
t (in months) is assumed to be p = Rt where R is the 
correlation far measunments separated by one month 

independent normal aran. 

This modcl for the data assumes that the average level of contamination is 
constant over the period of concan (either a short or very long period). Howeva, the 
actual measurements may fluctuate around that level due to scasonal differences, lab 
measurement an#s, or serially comlated fluctuations (described below). The purpose of 
the statistical test is todecide ifthac is sufficient evidence to conclude that is less than 

the cleanup standard in the presence ofthis variability. 

. 
D2 
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. Because the primary cyclical force affecting the ground water system is 
climatic, in most situations the seasonal term will have a period of one year. In some 
climates thm art two rainy seasons and two dry seasons, possibly resulting in a seasonal 
pattcrn of a half year. The conmction between the seasonal pattern in the ground water 
concenaations and the climatic changes may be complex such that both patterns may have 
the samc period; however, the shape of the patterns, the relative times of maximurn rainfall 
or the rnaximum ur minimum concentrations, may Mer. 

Ground water concentrations at poinu close together in time or space arc 
likely to be more similar than observations taken far apan in time or space. There arc 
several physical reasons why this may be the case. In statistical terms, observations taken 
close together are said to be morc comlated than observations taken far apart 

?he suial correlation of observations separated by a time Wcrcnce oft can 
be denoted by p(t), where p is the Greek letter rho (p). A plot of the serial correlation 
between two observations versus the time Separating the two obsavations is called an auto- 
correlation function. The model above assumes that the autocornlation function has the 
shape shown in Figure D. 1, which is described by the equation in Box D.2. 

Box D2 
A u h l a P o n  Function 

where R is the serial correlation for mcasurtmcnu separated by a month, 
and t is the time between observations in months. 

If the serial correlation of the measurements is zero, the data behave as if 
they wae collected randomly. As the amlation incrrases, the similarity of masuremenu 
taken close together relative to all other measuremenu b m c s  morc pronounced. Figure 
D.2 shows simulated data with serial correlations of 0.0,0.4 and 0.8. Serial cornlations 
arc always between -1 and 1. However, for most envirorrmental data, saial correlations arc 
usually between 0 and 1, indicating that measurements taken close together in time wil l  be 
morc alike than measurements taken far a p t  

D3 
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, 

Figure D.l Theoretical Autocoxrelation Function Assumed in the Model of the Ground 
WaoCrData 

1 
0.9 
0.8 

.- 5 0.7 - 

0.1 
0 

Many cOmmOn smtistical procedurts will prwide incomct conclusions if an 
existing comlation in the data is not pmpcrly accounted for. For example, the variability in 
the data may be inappropriately estimated. Roper selection of a simple random sample for 
estimating the mean guarantees that the errors an uncomlated. However, when using a 
systematic sample (such as for ground water samples collected at regular intavals), the 
formulac bascd .on a random sample provide a good estimate of the standard crro~ of the 
mean only if t h a t  is no serial comlation. With serial comlation, a correction tam is 
required. For the autocamlation function assumed abovc, the cOmction tam increases the 
standard armof the long-term mean and decrrcasts it forthe shcut-tcrm mean. 

The autocblation function can have many different shapcs; however, in 
general, comlations will decrease as the time between observations increases. If the 
samples axetaLen farther apart in urn, the comction becomes lcss important 

The cmx term, etcw, represents crms nsulting from lab measurement 
erro~ and other factors associated with the environment being sampled and the sample 

-gproc- 
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Figure D.2 Examples of Data with Serial Correlations of 0, 0.4, and 0.8. The higher 

the serial currelation, the mofc the distribution dampcns out 

Said correlation = 0 

Serial Comlation = 0.4- 

Serial Comlation = 0.8 
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Different rnodelsmay be used to describe the data collected during the 
treatment phase and the post-treatment assessment phase because either (1) the 
C- * 'cs of the data wil l  be different or (2) different infomuion about the measurtd 
concentrations is of interest The statistical procedures discussed in Chapter 6 to be used 
during treatment are therefore different from those discussed in Chapters 8 and 9 for 
assessing attainment of the cleanup standards 

There arc two terms which have been excluded from the model above and 
could k used to model ground water concentrations in some situations. These arc a slope 
(or trend) tcrm and a spatial cornlation tam. 

In many situations it is reasonable to assume that the gencral level of 
contamhation is eitha gradually d d g  or N u a l l y  increasing. It may be desirable to 
assume a functional fwm for this change in concentration. For example, the concentration 
may be considered to be decrrasing l i d y  orexponmtially. A rtviscd model with a linear 
a n d  tcrm is presented in Box D.3. 

If the slope is not zero, as in the model in Box D.3, then the ground water is 
not at steady statc. If the slope is positive, the concentrations arc increasing over time. If 
the slope is negative, the concentrations art decreasrn g over ti=. If concentrations arc 
below the cleanup standard and arc inmasing over time, the ground water may be judged 
to attain the cleanup standard, however the cleanup standard may not be aaained in the 
funat as concentrations incrrase. Thafm, the ground water in the sampled wells will be 
judged to attain the cleanup standard only if (1) the selected parameter is significantly less 
than the cleanup standard, and (2) the concentrations arc not increasing. This decision 
aittria is presented in Table D. 1. 

The model in Box D.3 does not include spatial correlation. In this 
guidance, it is assumed that the results from different wells (or Meren t  depths in the same 
well) arc combined using ai& developed based on expert knowledge of the site rather 
than by fitting statistical models. For this reason a spatial cornlation has not been 
included. 

. 
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Box D.3 
Revised Model for Ground Water Data 

A revised modcl with alinearnrnd term would be: 

xtcw =%w + Bcw+Su(t)Cw + 4 c w  +%w P . 3 )  

Where 

Bcw = the change in concentration over time for measurements of 
chemical c in well w. 

= the concentration of chemical c in well w at time ZQD, usually at 
the beginning of sampling. NO* that c + ~  = 

%w 
if Bcw = 0. 

Table D. 1 Decision criteria for determining whether the ground water concennations 
attain the cleanup standard 

~ I Test for significant slope Ltlr (Equation D.3) I 
Test for P-= (- OT greater Bear significantly I --- L ptrccntile) less than the cleanup 

standard (Equation D2) 
Parameter is significantly Iw Groundwateris I 
than the cleanup standard I m- 

I Grdrnd water is 
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APPENDIX E: CALCULATING RESIDUALS AND SERIAL CORRELATIONS 

USING SASl 

Several statistical programs can be used to make the calculations outlined in this 
guidance document. Although these programs can be used to perform the required calculations, 
they w e n  not specifically designed for the application addressed in this document. Therefore, 
they can only be used as a partial aid for the proceduns presented hen. Only one of the many 
available statistical packages, SAS, will be discussed below in the example. This example makes 
no attempt to thoroughly introduce the SAS system, and no endorsement of SAS is implied. Help 
from a statistician or programmer familiar with any sofnvarc being used is strongly recommended. 

The basic quantities discussed in the Sections 5.2.3 and 5.2.4 can be calcuiated 
using one of several statistical procedutrcs available in SAS. Among them arc PROC GLM, PROC 
ANOVA, and PROC REG (see SAS Users Guidc: Srarisrics, SAS Institute, 1985). All of these 
procedures require specifying a linear model and requesting certain options in the MODEL 
statement. A SAS data set containing the data to be used in the analysis should first be created (see 
SAS Users Guide: Basics, SAS Institute, 1985). In the data ses the observations should be listed 
or sad in time ordm, othawist the calculated said correlations wil l be meaningless. 

Given below is an example of a SAS program using PROC REG that will subtract 
seasonal means from the observed concentration measurements and calculate the required first 
order serial coxrelation of the residuals. 

PROC REG DATA = CHEMl; 
MODEL CONC = SEAS 1 SEAS2 SEAS3 SEAS4/NOKNT,DW, 

In the program, CHEM1 is the SAS data set containing the following variables: 
CONC, the Concentration measurement of the ground wafer sample; "ME, a sequence number 
indicating the time at which the sample was drawn; the year the sample was drawn, &d 
PER, the period within the year in which the sample was drawn. For this illustration, data wen 
collected quartcriy so that PER = 1,2,3, or 4. The variables SEAS 1 through SEAS4 arc indicator 
variables defmed at a previous DATA step. For each obsavation, these indicator variables arc 

defined as follows: SEAS 1 = 1 if PER = 1, and is 0, otherwise; SEAS2 = 1 if PER = 2, and is 0 

- - - -  - 

'Mention of aadc names or commercial plloducu does not constitute endommm 01 recommendation for use. 

E- 1 
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otherwise; SEAS3 = 1 if PER = 3, and is 0, othenvise; and SEAS4 = I if PER = 4, and is 0, 
otherwise. Creation of these indicator or "dummy" variables is required if PROC REG is used. 
On the other hand, dummy variables are not required for PROC ANOVA or PROC GLM. Note 
ihat in this example, the variable TIME is mt included as rn independent variable in the mod~l. 

The model statement specifies the fann of the linear model to be fitted. In the 
example, CONC is the dependent wuiable and SEAS1 through SEAS4 an the independent 
variables. The reason for specifying this particular model is to have the scasonal means subtracted 
from the observed conccnaations. NOINT is an option that specifies that a "nu-intacept model*' is 
to be estiniated Other models can also be used to product the required residuals, but they wil l  not 
be discussed hen. Finally, DW is the "Durbin-Watson" option, which requests that the Durbin- 
Watson test (see Section 5.6.1) and the scrial wrrclation of the residuals be calculated. The output 
from the above computer run will look like: 

- 4 580.455 145.1 14 1 051 3 5 5  0.OW 
rn 12 1.656 0.138 

#wThrsE 0.3715 W A R E  0.997 
DEPMAN 5.995 ARI R-SQ 0.998 
C.V. . 6.197 

SEAS1 1 6.778 0.186 36.490 0.000 
SEAS2 1 6.025 0.186 36.490 0.000 
SEAS3 1 5.134 0.186 36.490 O.OO0 
SEA54 1 6.042 0.186 36.490 0.0W 

E-2 
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The first part of the output (identified by the heading SOURCE, DF, SUM OF 
SQUARES, etc.) is ref& to as the "analysis of variance table." In the "MEAN SQUARE" 
column of the table ~ s p o n d i n g  to the row titled "ERROR" is the mean square crrwr, si. h the 
example output, S: = 0.138. 

The second pan of the output gives the T V  ESTIMATES" for each of 
the four indicator variables, SEAS 1 to SEAS4. Because of the way these variables were defined, 
the parameter estimates arc actually the seasonal means, Z,, 22, R3, and R4, respectively. These 
scasonal means arc used to calculate the residuals, q, as defined in equation (5.8). The last line of 
the output shows the serial comlation of the residuals as computed from equation (5.14). viz., 
q+,br = -.184. From Netcr, Wasserman, and Kumer (1985). du = 1.73, for N = 16 (I6 
observations) and p - 1 = 3 (where p is the number of variables in the model). Since D = 2.28 > 
1.73, it can be assumed that there is no autocornlaam in the QIOT tams of the model. 

A 

As mentioned earlier, PROC GLM or PROC ANOVA can also be used to compute 
the rtquircd statistical quannties. The interested reader should refer to the SAS users manual for 
morc information. 

E-3 
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APPENDIX F: DERIVATIONS AND EQUATIONS 

This appendix provides background for several equations presented in the 
document This background is provided only for equations which cannot be easily verified 
in a standard statistical text A sirnulation sndy provides the background for the quential 
tests presented in Chapter 9. The simulation study was supponed by Westat The last 
section of this appendix incarporates a technical paper prepared for publication which 
surmnarircs the simulations. 

F. 1 Derivation of Tables A.4 and A S  

This section outlines the derivation of Table A.4 for determining a 
recommended number of samples to take per year and Table A.5 for obtaining variance 
factors for use in determining sample size. Table A.4 is based on the assumption that the 
number of samples per year will be chosen to minimize the total sampling casts while s t i l l  
achieving the desired precision. The assumptions on which the derivation is based arc 
explained below. The values in Table A 3  follow directly from the calculations used to 
obtain Table A.4. 

For a fixed sample size test, the cost of the sampling program can be 
approximated by: 

where: 
C = E+ (Y + nS)m (F.1) 

c = the total cost of the sampling program ; 
E = the cost to establish the sampling program; 
Y = the ycariy cost to maintain the pgram; 

n = the number of samples per year, and 
m - the n u m k r  of years of sampling. 

- ~- - _ _  - S = the inarmcntal a t  to-dlcct each samplc; . - -  - 

This can also be written as : 

C = E + S(R + n)m 

F- 1 
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1 .  

Y When R = Since E and S are constants, the total sampling cost can be minimized by 

minimizing (R + n)m subject to the constraint that the choices of n and m achieve the 
desirtd prtCision. Tht total number of samples collected is: 

N=Rm F.3) 

Consider the hypothesis test where a mc8n is being compared to a standard 
and assume that 1) the measurements are independent and 2) a n d  approximation can 
be used. Then the following equation can be used to detcrmine the q u i d  sample sizc: 

Mae: 
aZ = variance of the individual measuremnts; 

Cs = the cleanup standard to which the mean is being comparak 

F . 4 )  

pl= the concentration on which the alternate hypothesis and fl an based; 

a = the probability of a false positive decision if the aue mcan is CS, 

fl = the probability ofa false negative decision if the aue mean is p1; 

2143 - the 1 4  percentile point of the normal distribution; and 

N d  = the required number of independent observations 

0 2  Noting that N is the standard m r  of the mean based on independent 
df 

measurements, equation (F.4) can be rewritten as: 

when: a&, = the standard of the mean when taking n samples per year over m years 

(for cmelatcd observations, the variance of the mean depends on the individual values of n 
and m rather than just the total number of samples). 

F-2 
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The problem is to select the combination of n and m such that equation (F.5) 
is sarisfid and the sampling costs arc minimized. 

The values of n and m which satisfy equation (F.5) depend only slightly on 
the values of a, B, Cs, pl, and a2. For the purposes of estimating the values in Table A.4 
and A.5, the following assumptions w e n  used: a = .lo, B = .lo, Cs = 1, p1 = .5, and 
02 = 1.0, resulting in N,ff = 26.3. 

The following equation (derived in Section F.2) can be used for  ne^ for the 
mcan of n observations per year collected over m years with a lag 1 serial cmlation of 9. 

Note that the serial correlation in equation (F.6) is the serial conelation 
between successive obstrvations. As the number of observations per year changes. + wi l l  

also change. ~f o is the 
n 

conrlation between monthly observations, then + = @. 

The values in Tables A.4 and A.5 were calculated using the following 
prOcedraCs: 

(1) For selected values of @ and n, calculate and use a successive 
approximation procedure to dettrmine m such that the criteria in 
equation (F.6) arc met 

n# values in Table A5 ~ r c  -f, or the effective number of samples 
pcryear, 

N 
(2) 

(4) Using all the sampling costs calculated for the selected valuei of @, 
n, and R, determine the value of n which has the minimum sampling 
cost Show this value in Table A.4.- 

F- 3 
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F.2 Derivation of Equation (F.6) 

A series of periodic ground water measurements following an auto- 
ngrcssive (AR(1)) process can be described by the following equation (see Box and 
Jenbs (1970) far details): 

where: 
% = the measunment at time c 

)r = the long-tam (attainment) mcan concenuarion ; 

@ = the saial cantlation between successive meas\rramnts; 

a( = a m d m  change from the measurement at time t-i to time t such that 
xt - @xt.l= 4. The a, are assumed to be independent and have a 
mean of zero and a variance of e? and 

at time L ?he values q will have amean of zero. 

0 

z, = the difference between the mean being estimated and the measurement 

The mean of N successive observations is 

Thc variance of q and i arc duived below. Note that the variance of xt and 

z, the same, written V(xd = V(Q; also, V(Z) = V(Z). 

The following relationships arc used in the derivation of the variance: 

1 -= 1 + @ + @ + # +  ... 
1-4 

and 

(F.9) 
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F.2 .1  Variance of q 

The variance of q is: 

H e  E( ] indicates thc expcctcd value of the tcrm inside the brackets. 

Since E[%] is ZQO, the variance can be written as; 

(F. 13) 

(F. 14) 

Since the expected value of all the cross product tenns arc zero (i.e., 
E[ q4-i 14,  for i d ) ,  they have been dropped from the summation. 

- - .  

. . _ -  
F-5 
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. ? 
' I ,  

Using equation (F.9): 

F.2.2 Variance of 'i 

Note that z can be exprwsed as 

This last relationship is illustrated in the Table F. 1 for the case where N = 3. 

The variance of z is: 

V ( i )  =E [;2 - E[ ;I2] 

V(Z) = E [3] 

(F.21) 

F-6 
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Table F.l Coefficients for the t e r n  at, at,ll etc., in the sum of three successive 
correlated observations 

Since the expected value of all the m s s  product terms are zero (i.e.. 
E[qq,i]=O, for i d )  they have been dropped from the summation. 

Using equations (F.9) and (F.10): 

9 
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This can be simplified to: 

Combining qwtions  (F.5). (F.18). and (F.29): 

Note that the denominator in equauon (F.30) has the tbm (2) multiplied 

by a "comaxion tcrm" which is usually close to 1.0 and approaches 1.0 as the sample size 
incrtases. 

F.3 Derivation of the Sample Size Equation 

When the variance is known, the sample size for a hypothesis test of the 
mean is shown in equation (F.4). When the variance, 02, is to be estimated from the data, 
use of the t statistic is recommendui, as shown below, where 62 is the aimate of 02: 

To use this equation, the recomtnendcd proccduic is to substitute the n o d  
statistic for the t statistic (e.g., z1-p for tN.l;l+), calculate a preliminary sample sire from 
which the degrees of hedorn can be estimated, and use this to detumine t and a new 
esrimate ofthe sample size. Far small sample sizes, a thirdor fourth estimate of the sample 
size may be required. 

Using squation (F.31.) the exact SBmple size satisfies the foIlowing equation: 
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Using the conditions which satisfy quation (F.32), the calculated sample 
size using (F.4) would be: 

2 
Nt( ~ 1 - b  + 21-a) 

( tN-l;l-b + tN-l;l-a) 
(F.33) 2 Sample size (2) = N, = 

The difference between these two sample size estimates where a = .10 and 
= .10 is shown in figure F.l. 

Figure F.1 Differences in Sample Size Using Equations Based on a Normal Distribution 
(Known Variance) or a t Statistic, Assuming a = .10 and = .10 

..... ........................ 
1.5 2l sample size (1) - 

sample size (2) 

' t  
I 

- - - - _- - - Note -that the -diffcincc inthe sikiiiiple-siies -using-qUiuiOns -(F.4) d 
(F.31) is fairly constant over a wide range of possible sample sites. This propmy can be 
used to estimate the samples size based on equation (F.31) from equation (F.4). Thus: 

~ . . _ -  

0 
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5 

Beta 
.25 
.10 
.05 
.025 
.o 1 

L 

where K is a constant which will depend on on a and p. Table F.2 tabulates K at a sample 
sizc of 20. far selected values of a and B. 

Alpha 
.25 .10 ..05 .025 .01 
0.8 1.2 1.6 2.1 2.7 
1.2 1.4 1.7 2.0 2.6 
1.6 1.7 1.9 2.2 2.7 

. 2.1 2.0 2.2 2.5 2.9 
2.7 2.6 2.7 2.9 3.2 

The equations for sample size in the text use equation (F.34) with K = 2. 

Table F.2 Differrnccs between the calculated sample Sizes using a t distribution and a 
normal distribution when the samples size based on the t distribution is 20. 
for s e l d  values of a (Alpha) and B (Bear) 

F.4 Effective Df for the Mean from an A R l  Process 

The following formula is apppriatc far estimating the variance of the mean 
of n observarions from an ARl series, assuming a large sample Size: 

If the saial cornlation is assumed to be zero then, s2. the estimated variance 
of the data, has a scaled chi-square distribution with n-1 d e w s  of freedom. The mean of 
a chi-square distribution is v. the degrees of freedom, with a variance of 2v. Thus. the 

h r 2  coefficient of variation squared is cv2 - - = -. 
v2 v 

F-10 

0 



APPENDIXFDERIVATIONSANDEQUATIONS 00 7 3 1 0 
1 With zero serial correlation, 8 wi l l  have a mean of zero and variance of; 

(Box and Jenkins, 1970). The term - = 1 + 2 6 (for small +) has a mean of roughly ( 1 4 )  
(14) 

4 1andavarianccofapproximatcly;i. 4 Thecv2isalsoapproximacly ;isincethemean= 1. 

Assuming a large sample si=, the cv of the product of two estimates is 
qual to the square root of the sums of the squares of the cv's for each term if the terms arc 
independent (which wil l  be true if the serial comlaaon is zero). Thus, t k  cv2 of s2- is 
roughly the sum of two cv2's:l) the chi-square disaibution, and 2) the correction term 

basedon& Thusthc 

Assuming that the disaibution of sZrncqn is roughly chi-square, then the 
(n-l) 

3 -  effective number of degrees of freedom for s2- is v' when - 2 6  = - ,orv '= v' (n-1) 

Simulations appear to be consistent with this result when = 0, and suggest 
that the number of degrees of M o m  drops funhcr when + > 0. 

F.4  Sequential Tests for Assessing Attainment 

The following paper, prepared by Westat, has been included in this 
appendix as it was submitted for publication. 

F-11 
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Assessing Attainment of Ground Water Cleanup Standards Using 
Modified Sequential t-Tests 

By John Rogers, Westa!, Rochdk Maryland' 

Assessing the attainment of Superfund cleanup standatds in ground water can be complex 
due to measurements with skewed distributions, seasonal or periodic patterns, high 
variability, serial comlations, and censoring of obsavations below the labaatory detection 
limit 'Ihe &mnt  decision is further complicated by trends and transient changes in the 
concentrations as a result of the cleanup effort. EPA contracted Westat to prepare a 
guidance document recommending statistical procedures for assessing the attainment of 
ground water cleanup standards. The r#.ommcnded statistical procedures w m  to require a 
minimum of statistical training. The recommended procedm included a sequential t-test 
based on yearly average concentrations. 

Funher research and simulations by Westat indic& that modifications of the sequential t- 
test have betta performance and are easier to use than the originally proposid sequential t- 
test, particularly with highly skewed data This paper presents three modified sequential 
tests with simulation results showing how the sequential t-test and the modifications 
perf= under a variety of situations si& ai those found in the field. The modifed tests 
use an easy-tocalculate approximation for the log likelihood ratio and an adjustment to 
improve the power of the test for small sample sires. Using the log transformed yearly 
averages improves the test performance with skewed data. Expected sample sires and 
practical considerations for application of these tests arc also discussed. 

Key words: Sequential t-test, Simulations, Ground water, Superfund. 

1 .  Introduction 

EPA contracted Westat2 to prepare a draft guidance document recommending sampling and 
statistical methods for evaluating the attainment of ground-water cleanup standards at Superfund 
sites. The recommended staristical methods WCH: to be applicable to a variety of site conditions and 
be able to be implemented by technical staff with a minimum of statistical aaining. 

The draft document included an introduction to basic statistical procedures and recommended a 
variety of statistical methods including a sequential t-test. Although the sequential t-test has several 
advantages for testing ground water, one significant disadvantage is the relative complexity of the 
calculations, requiring use of the noncenaal t distribution. Additional research was undertaken by 
Westat to find an alternative ai the standard sequential t-test which is easier to implement. As part 
of this research, simulations have been used to evaluate the performance of the sequential t-test and 
several modifications of it. 

This paper presents these simulation results showing how the sequential t-test and the modified 
tests perform under a varicty of situations similar to those found in the field. 

The Problem of Assessing Ground Water at a Superfund Site 

The history of contamination and cleanup at a Superfund site will result in ground water 
contaminant concentrations which generally (1) increase during periods of contamination, (2) 

'This lcstarrh was supponed by Westat 
2EPA c o m m  68-01-7359. 
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decrease during remediation, and (3) settle into dynamic equilibrium with the surrounding 
environment after nmtdiation, at which point the success of the rtmcdiation can be dctamined. 

Specifying the attainment objectives and assessing attainment of cleanup standards can be 
complicated by many site speclfic factors, including: multiple wells, multiple contaminants, and 
data which have scas~nal panms, s a i a l  comlations , significant lab m a s m m c n t  variation, non- 
consrant variance, skewed dismbutions, long-term mnds, and censcred values below the detection 
limits. The general characteristics of ground water quality data have been discussed by b f t i s  et al. 
(1986). All of these factors complicate the specification of an appropriate statistical test, Figure 1 
illustrates the variation which might be found in monthly ground water measurements, using 
simulated observations. 

The Statistical Problem to be Discussed 

The following statistical problem is addressed in this paper. Supposc rtmediation is complete and 
any transient effects of the remediation on the ground water levels and flows have dissipated. We 
then wish to determine if the mean concentration of a contaminant, p, is less than the relevant 
cleanup standard, po. The ground water will be judged to attain the cleanup standard if the null 
hypothesis, &: p 2 PO, can be rejected based on a statistical test. The power of the test, the 
probability of rejecting the null hypothesis, is to be a when p = po. For a specified alternate 
hypothesis, HI: p = pi (0 < pi c M) the power is to be 1-p, where is the probability of a false 
negative decision (the probability of incorrectly accepting the null hypothesis). 

The statistical tests considered in this papa arc the sequential t-test for comparing means and 
modifications of this test Using a sequential proctedurc, a test of hypothesis is performed after 
each sample, or set of samples, is collected. The test of hypothesis results in three possible 
outcomes, (1) accept the null hypotheisis, (2) reject the null hypotheisis, or (3) continue sampling. 
The hypothesis is tested based on the n ground water samples, x i  to Xn, collected prior to the test 
of hypothesis. The sample size at the termination of the test is a random variable. The power and 
sample size distribution of the sequential tests were evaluated using monte car10 simulations. For 
the simulations the following parameters wen varyed: the man, standaxd deviation, detection 
limit, proportion of the variation which is serially correlated versus independent, lag 1 serial 
correlation, alpha and beta, distribution (normal or lognormal), and pi. For all simulations po is 
set at 1.0. loo0 simulations were made for each set of parameters tested, unless othcnvisc noted. 
Simulations wcrc paformed using SAS version 6. 

Section 2 reviews and compares the Axed sample size and sequential t-tests. Sections 3 and 4 
discuss the performance of the t-test and several modifications when applied to normally 
distributed and independent observations. The performance of the sequential tests when applied to 
simulated ground water data is evaluated in Section 5. Section 6 discusses the results and presents 
the conclusions. 

- _._ - - _ _  
2 .  Fixed Versus Sequential Tests . _ _ _  - _. - -  

The fixed sample size test and sequential t-test arc reviewed briefly below, emphasizing factors 
which arc relevant to the development of a modified test and for selecting a test for assessing 
ground water. 

I 
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Fixed Sample Size t-Test 

The fixtd sample size t-test, familiar to many users of statistics, requires the following steps: 

(1) 
(2) 

Estimate the variance ofthe future mcasmmmts, 62, based available &or; 
Daermine sample size n, such thas 

where tm-1 is the a percentile of the t distribution with n-1 d e w  offnedom. 

Collect n samples and measure the contaminant conccnaations; 
calculate the test statistic 5 with n-1 degrees of kcdotn, 

(3) 
(4) 

(5) Conclude that the ground water attains the cleanup standard if t e ba-1  othuwise, accept 
the null hypothesis that the grwnd water does not attain the cleanup standard. 

The t-test does well to preserve the power of the test at the null hypothesis when the data have a 
roughly normal distribution. However the power at the alternate hypothesis depends on the the 
acclpacy of thc initid variance estimate, 62.  n u s  the fixed sample size test fixes a and n, leaving 

variable. 

Standard Sequential t-Test 

With normally distributed independent observations and known u2, an optimal sequential test is the 
sequential probability ratio test (SPRT) (Wald 1947). When u2 is unknown, as hen. one 
approach is provided by the sequential t-test which states the null hypothesis in tmns of the 
unknown standard deviation (Rushton 1950, Ghosh 1970, and others). For testing hypotheses 
about means, an altcmative heuristic solution replaces the unknown variance by the sample 
estimate at each step in the sequential test (Hall 1962, Hayre 1983). This second vmion of the 
sequential t-test can be used to compare the mcan to an established cleanup standard Liebetrau 
(1979) discussed the application of this test to water quality sampling. 

Thc steps in implementing the sequential t-test for comparing the mean to a standard 81t: 

(2) 
(1) Colloct k-1 Samples without testing the hypothesis. 

Collect one additional sample for a total of n samples collected so far and c a i c u k  

where fn-l(t I 6 ) is the dcnsi of the noncenmd t distribution with n-1 dcgms of freedom, 
andnolrcnrraiitypaameterg 
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1-0 
a (4) If L > - then reject the null hypothesis and conclude that the ground water attains the 

cleanup standard, 

B ifL < - then accept the null hypothesis that the groundwater dots not atfain the cleanup 
1 -a 

S r n d a r d ,  
othcnvise, xtum to step (2) and collect additional samples until a decision is reached. 

Unlike the fixed sample size test, fur the sequential test, a and axe fixed and n is variable. 

Comparison of the Sequential and Fixed Sample Size Test 

Table 1 compares the sequential and fixed sample size tests based on several characteristics. The 
choice of which test to use depends on the circumstances in which the test is to be applied. 

Easc of 
Calculation 

Standard test requires tables of the 
non-cennai t distribution which 

arc not generally available. 
Modifid test reponed hm can be 

easily calculated. 

Uses widely available tables 

Application of the Sequential Test to Ground Water Data 
- _ _  _ _  - _._ - -  _ - - .  - 

Fortesting &ntarninant concentrations against a cleanup standard, the sequential t-test has some 
distinct advantages: (1) ground water sample collection is sequential with sample arialysis time 
often shcnt compared to the sample collection period (2) a good estimate of measurement variance 
for calculating the sample size for the fixed test may not be available, (3) for assessing attainment, 
the objective is to test a hypothesis rather than to obtain an unbiased estimate of the mean or 
construct a confidence interval, (4) reducing sample size can be imponant when the cost of 
laboratoxy sample analysis is high, and (5)  if the concentrations a! the site arc indeed below the 
cleanup standard, maintaining the power at the alternate hypothesis can protect against incorrectly 
concluding that additional costly cleanup is required. For many users, the main disadvantage of 
using the standard sequential t-test is the relative complexity of the calculations. 

F-15 
c 



APPENDIX F: DERIVATIONS AND EQUATIONS 

.) 

3 .  Power and Sample Sizes for the Sequential t-Test with Normally 
Distributed Data 

Scale fanor 
- U Comsponding 
PO -Irl b e d  S a m D k  Glre 

For the purpose of describing the simulation results used to determine the power of thc sequential 
t-test, define the scale factor as the ratio of the standard deviation of the meaSUrtPTntS to the 
diffuu~ce baween the means for the null a d  altcrnatc hypotheses: 

a 
cro -P1 scalefanor =-. 

Also let n f i d  designate the sample size for a fixed sample size test with the same nominal power as 
the sequential test being discussed, wherc n w  is calculated using the known variance, u2, set in 
the simulation. For the fixed sample size test, the scale factor is pr~por~ional to the squarc root of 
the sample size, n w .  As will be shown later, the scale factor is also roughly proportional to the 
square root of the average sample sitc for the sequential wt 

Although the power of the sequential t-test approaches the nominal levels (a at ~ 1 0  and 1-p at pi) 
for large sample sizes, the power curve at small sample sizes depends on a, p, and the scale 
factor. Figure 2 shows the power and sample size of the sequential t-test using normally 
distributed data with a = 0.05, p = 0.05, and a scale factor of 1.6. Also shown arc the nominal 
power at the null and alternate hypothesis and the sample size for the equivalent fixed sample size 
test, n w .  The power at the null hypothesis is close to the nominal level of a At the alternate 
hypothesis, the power is significantly lower than the nominal level of 1-B. The avaage sample 
sizc rcachcs a maximum when the m e  mean is mid-way between the null and alternate hypotheses. 

False positive rate, a False negahe raoc, 
Nominal Simulated Nominal Simulated 

Table 2 presents the false sitive and false negative rates for the sequential t-test for valu; of 

scale factor = 0.4 and 3.0. The false positive rates arc less than (Le. conservative) OT similar to 
the nominal levels. However, the false negative rates arc significantly higher than the nominal 
Icvel. 

(a$) of (0.1, O.l), (0.01, r . I )  and (0.01,0.01), )r at the null and alternate hypothesis, and the 

0.4 
0.4 
0.4 
3.0 
3 .O 
3.0 

3 0.10 .OOS 0.10 -188 
5 0.01 .OW 0.10 .265 
7 0.0 1 .Ooo 0.01 .249 
61 0.10 .I  13 0.10 -232 
120 0.0 1 .016 0.10 -20 1 
1% 0.0 1 ,011 0.01 .IO3 

~~~~ ~~~ ~~~ 

Several modifications, which arc discussed below, were considered to improve the powcr of the 
test Note that equations (2) above can be rewritten as: - 

* q. (4) t =  x-hg, &)aa - ho , 61 = P l - h O .  
sii sz sii 

w h m  
H: p = p1 is the same for both of the following tests: 

= po. For the sequential t-test, the nominal probability of accepting thc hypothesis 
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Ho: p = CLO against Hi: p = pi, power at po = g pl = 1-p (i.e. ho = h); and 
Hg: p = pi against Hi: p = po, power at po = a, pi = 1-p (i.e. ho = pi). 

Based on this symmetry, the nominal power of the sequential t-test is the samc whether ho = pc~ or 
h~ = pl. In practice, ho serves as the zero point around which the parameters for the non-central 
t disaibution are calculated rather than the wan value at which the power is maintained, as in the 
fixed sample size test. If the equations for the sequential test arc modifid to put the zero point 
mid-way between po and pl, then (1) 61= -60, (2) only one noncentral t distribution needs to be 
evaluated, and (3) the power of the test is symmetric around ho when a = p, i.e. the false positive 
and false negative rates are qual. Although Rushton (1950) considered null hypotheses other than 
zero and ho = in this paper ho is called the zcro point rather than the null hypothesis. To avoid 
confusion, the tenns null and alternate hypothesis will be used as defined in Section 1, reflecting 
the intentions of those performing the test. 

Define the centered sequential t-test by replacing quations (2) by quations (4) and setting 
the zero point for the calculations mid-way bemeen 

PO + p1 
and pi, Le.: 

eq. (5)  
This centmd test is used in the following simulations to determine the relationship between power 
and sample size. 

h o -  2 ' 

Changes in Power with Increasing Sample Size 

Figure 3 shows the false decision rate (false positive or false negative rate) and average sample size 
for the centmd sequential t-test with a and p set at .OS, and the scale factor ranging from 0.4 to 
3.6. For this symmetric test, the false positive and false negative rates are qual. The false 
decision rate at very low sample sizes is smaller than the nominal level of .OS. As the scale factor 
increases, resulting in increasing sample sizes, the false decision rate increases to a maximum of 
roughly three times the nominal level and then decreases slowly. The average sample size is 
roughly half of that for the comsponding fixed sample size test except at very low sample sizes. 
Similar patterns were seen in the false negative rates when the zero point was set %at the null 
hypothesis. 

The good performance of the test at low samples sizes is in part due to the discrete nature of the 
sampling. From the sample just before the termination of the test to the sample which terminates 
the test, the likelihood ratio jumps from inside the decision limits to outside. With small sample 
sizes, the likelihood ratio may be considerably beyond the decision limits on the last sample. This 
is equivalent to having more information than is necessary to make the decision, resulting in 
impmved performance. 

Simulations werc used to look at the distribution of sample sizes at the termination o! the test, for 
selected values of p and scale factors of 1.0 and 3.0. Figure 4 shows the distribution of sample 
sizes, using a log scale, when p = pi and the scale factor equals 1.0. The sample sizes arc 
displayed separately far simulations which rejected the null hypothesis (camct decision) and those 
which did not. For both decisions a relatively large proponion of the simulations terminate at a 
sample size of two. The false decision rate is grcatcr than the nominal value by roughly the 
propomon of simulations terminating with only two samples. The modified sequential test, for 
which the distribution of samples sizes is also shown in Figurt 4, is discussed in the next section. 

F-17 ' ,  
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The general characteristics of the sample size distributions arc the same regardless of the conditions 
simulated. Samples sizes for the sequential t-test art highly skewed. For many simulations, the 
test terminated with two samples. For those simulations not terminating With two or three 
samples, the distribution of sample sizes was roughly log-normal. 

4.  

The poor performance of the centered sequential t-test at the alternate and null hypotheses and the 
obsavation that many of the simulations which terminate at two samples contribute to the large 
false decision rates, suggest that a modification to the test might improve the performance. Other 
authors have noted this problem and suggested alternate proccdurcs. In particular, H a p  (1983) 
suggested changing the test boundaries. Hap's suggestion is equivalent to multiplying the the 
log likelihpd ratio by the adjustment factor (nd)/(n+c) where d c k and c 2 d. Based on 
heuristic arguments, H a p  concluded that k, the minimum number of samples, should be at least 5 
if a large sample size is expected 

When small sample sizes arc expected requiring as & n y  as 5 samples before the first test of 
hypothesis can result in an overly conservative est. In this research decision rules requiring a 
minimum of 2,3, or 4 samples were considered. In addition, the performance of the centered 
sequential t-test was simulated irsing adjustment factors of: 1, (n-l)/n. (n-2)/n, (n-3)/n. The 
simulations used a and p set at 0.10,0.05, and 0.01. 

Modifications to Simplify the Calculations and Improve the Power 

The false decision rates for the four adjustment factors, with (a$) = (0.05,0.05). are shown in 
Figure 5. All of the adjustment factors improved the performance of the test by reducing the 
maximum probability of a false decision to values closer to the nominal value. The selection of an 
optimal adjustment factor q u i r t s  specitication of the conditions under which the test is to be used. 
One adjustment factor might be chosen if small sample sizcs are expected, another if large sample 
sires arc expected. In all cases, the test is conservative for low sample sizes, possibly libaal for 
intermediate sample sizcs, and approaches the nominal values for large sample sizcs. Over the 
range of the scale factor considered in the simulations. the average false decision rate for the 
adjustment factor (n-2yn was closest to the nOminal value. Therefore, this adjustment factor, (n- 
2Un, with k=3 was chosen for evaluation in subsequent simulations. 

Approximation for Non-central t 

Calculation of the likelihood ratio using the nonccnaal tdisuibution is difficult because the tables 
arc not generally available and arc difficult to use. The usc of the sequential t-test can therefa  be 
simplified by using an approximation to the log likelihood ratio of the two non-cennal t- 
distributions. Rushton (1950) published three approximations for the log of the likelihood ratio. 
Westat's analysis showed that the approximations performed well. particularly when the ztro point 
for the test was set mid-way between the null and alternate hypotheses. Using Rushton's simplest 
approximation and the adjustment factor selected above, the equations for the modified 
sequential t-test become: 

n 
n- 1 +t2 

\ 
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Figure 4 shows the distribution of samples sizes for the modified test compared to that for the 
standard sequential t-test. Figure 6 shows the power curve and average sample sizes for the 
modified test with a=p and scale factor = 1.6. Figure 6 can be compand directly with Figure 2 
for the standard sequential t-test. 

Termination of the Test Before a Decision Has Been Reached 

Figure 7 shows the distribution of sample sizes for selected values of p, the mean of the simulated 
measurements, using the modified test with scale factor of 1.6. As noted before, the disaibution 
of the sample sizes is roughly log-normal. The minimum sample size is 3 because a minimum of 
threc samples arc required before the first test of hypothesis. The mean sample size is generally 
similar to or less than n h d .  The 95th percentile of the sample sizes is less than thrce times n k d  
and. for values of p close to the null and alternate hypothesis, is generally similar to or less than 
n f i X d -  

Several authors, including Wald, have suggested that, for practical purposes, the sequential test 
can be terminated after some fixed large number of samples if the test has not otherwise terminated, 
with the decision going to which ever hypothesis is more favored at termination. Figure 7 
suggests that a decision rule terminating the test with a maximum sample size of three times n b d  
is rcasonable because very few tests would be tcnninatcd early when the m e  mean is close to the 
null or alternate hypothesis. When $e mean is mid-way between the null and altenratc hypothesis, 
acceptance of the null hypothesis is essentially random, and early termination will not affect the 

Simulations were performed to evaluate dif'fmnt termination rules. One hundred simulations w m  
run for all combinations of: tamination at 1,2,3,4, and 5 times n f i d ;  four scale factors from .4 
to 3.6; a = B = 0.1, 0.05, 0.01; and pi = 0.5. In addition, 100 simulations were run for all 
combinations of: 11 values of p from .35 to 1.15; tcxmination at 1.2.3, and 4 times the fixed 
sample size; scale factor = 1.6; and a = p = 0.05. The differences in the power due to early 
termination wae not statistically significant. Early termination nsulted in a dtcnasc in the average 
sample size with p mid-way between the null and alternate hypotheses; however, with p at the null 
or alternate hypothesis, changes in the average sample size w m ,  practically speaking, 
insignificant. 

power of the test 

Thcse results indicate that carly temrination of the sequential test will have little effect on the power 
of the test. Because the fixed sample size is estimated from b2 based on data available before 
sampling and is therefort subject to crrwr, it is recommend that sequential tests not be terminated 
until the samples si= is at last twice the estimated sample size for an equivalent fixed sample size 
test. For the simulations reponed in other sections of this paper, the sequential tests were 
tcnninated if the sample size exceeded 5 times nfUd. 

_ _  - 5 .  _ _ - -  Application - _ _ _  to Ground - _ _  -- Water - - -  Data - -  from - ~ . _ _  Superfund - Sites - - 

The modified sequential t-test performs well with normally distributed data, having average sample 
sizes below those for equivalent fixed sample size tests and power closc to the nominal power. 
However, ground water measurements may be skewed, serially cornlaud, censored, and have 
seasonal patterns. How well does the modified test perform with ground water data? Simulations 
were uscd to determine how fom sequential tests performed when assessing ground-water data 

For all statistical tests, h e  following sequential sample design is assrrmed: m ground watcr samples 
are collected at periodic intervals throughout the year, with af least 4 samples pa year. The 
samples arc analyzed and the test of hypothesis is pexformd once per year starting after three years 
of data are collected. The number of ycars of data collection is n. 

F-19 



APPENDlX F: DERIVATIONS AND EQUATIONS 

The four statistical tests evaluated using the simulations arc: 

1) 

2) 

3) 

Standard sequential t-test described in section 2 using the ycarly averages; 

Modified sequential t-test using the yearly averages; 

Modified sequential t-test With adjustments for seasod variation and sahl amelation: 

Remove seasonal patterns from the data using one-way analysis of variance. Calculate 
the standard mor, e, and the lag1 serial comlation of the residuals, r. Estimate the 
standard arorof the mcan as: 

The effective sample size is assumed to be one more than the number of degrees of 
freedom. Thcrcforc: 

L=exp(  t 6 &/K]. 
4) Modified sequential t-test with an adjustment for skewness: 

Calculate y = ln(year1y average). Estimate the log transformed mean and its standard 
error using the following equations: 

. .  
The test statistic far the sequential t-tcst uses: 

irl 

The fmt, second and fourth tests use the yeariy average concentrations, averaging across the 
within year seasonal patterns. The serial correlation between the yearly averages is less than 
between individual obmations, reducing the influence of correlation on the test results. Thc third 
test removes the scasonal patterns. "Re standard error of the mean is adjusted by a factor which 
accounts for the serial comlation, assuming an AR( 1) model and many obsavations per year. 
Although this assumption may not be comet, the lag 1 amelation is expected to dominate the 
comlations for higher lags making the AR( 1) model a reasonable approximation to the dam The 
effective degrees of freedom for the standard errw is based on asymptotic approximations. The 
founh test is based on the assumption that the yearly averages have a log normal distribution. For 
highly skewed data this assumption is more reasonable than assuming a nonnal distribution. The 
mean and standard emor of the mean arc first order approximations based on a lognormal 
distribution. 

The second test was expected to perform well with data which has an approximately nonnal 
disuibution. "Re third test was expected to perform best with highly skewed data The fouxth test 
was expected to perform best with data with significant correlation and little skewness. 
Simulations wcrc pufonned to test these assumptions. 
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Simulations 

Preliminary simulations using lognormally distributed data and a factorial design with lo0 
simulations for each set of parameters was used to determine which facqs affected the power of 
the sequential tests. The factors in the simulations wcre: scale facm, proportion of the random 
variance which is correlated versus independenc lag 1 cornlation; presence of a scasonal panern; 
proportion of the observations which were censor& number of samples per ycar, and p. Analysis 
of the factarial design clearly indicated that the skewness and scale factor w a e  most imporcant in 
determining the power of the test. The scrial cornlation and censoring were dso important The 
presence of a cyclical component (which nsulted in significant changes in the variance throughout 
the year) did not significantly affect the power of the test, 

As a result of these preliminary simulations, further sixmlations were run using scale factors 
ranging from 1.6 to 4.8, a = B = .05, p = mor pi, and the following distributions and sampling 
designs: 

Normal distribution with independent mors and 4 samples per y m ,  
Lognormal distribution with coefficient of variation of 0.5, independent errors and 
4 samples per year. This is the basic distribution. The following simulations all arc 
based on changes to the basic distribution. 
The basic distribution with 12 observations per y m ,  
The basic distribution but ma skewed with a coefficient of variation of 13; 
The basic distribution with censoring of 30% of the data (censored values were set 
qual to the detection limit); 
The basic distribution with correlated m, the scrial cornlation between log 
transformed monthly observations is 0.8; and 
Data which are both skewed and comlated, with coefficient of variation of 1.5 and 
serial comlation between log msfonned monthly observations is 0.8. For this set 
of simulations, the random error was the sum of two components, one random, 
representing random measurement emor, and the second comlated. reflecting 
correlations in the the groundwater concentrations. The comlated e m  made up 
75% of the total error variance. 

(1) 
(2) 

(3) 
(4) 
(5) 

(6) 

(7) 

For each test and each set of simulations with the same distributional assumptions, Figure 8 shows 
the range in the false positive rate across simulations. Figure 9 shows similar information for the 
false negative rate. 

As can be Seen from Figure 8, the false positive rate for the tests arc close to the nominal level of 
0.05 when me data have a normal distribution, as desired. For skewed and conelated data, the 
false positive rate generally exceeds the nominal level. 

For skewed and conelated data, the false positive rate for theszanndard sequential t-tcstexccgds the - - - 

adjustments for seasonal patterns and serial correlations had similar false positive rates. Both of 
these tests arc sensitive to conelated and skewed data The false positive rate for the modified test 
adjusted for skewness is lowa than for the othn three tests. Only for correlated data does this test 
have a false positive rate consistently greater than the nominal level. Censoring resulted in a 
relative dtcrtasc in the false positive rate. Of the tests based on the modifed sequential t-test, the 
test with adjustments for skewness had the lowest average sample sizes and lowest false positive 
rates. 

n-ed-v-alue fe ~-simulations~-Th-~---@o-~-ce o-f modifi-~t-and-&--&..ed tCSt with 

Based on both the average sample sizes and false positive ratcs from the simulations, the modified 
test adjusted for skewness is p n f d  over the other sequential tests. To the extent that the false 

I positive xate e x c d s  the nominal level for skewed and correlated data, the power can be improved 
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by using two year averages instead of one year averages. Results for the skewed and correlated 
data using two year averages are also shown in Figure 8. 

As shown in Figure 9, the false negative rate for all tests was g e n d y  similar to or less than the 
nominal level. The" false negative rate for the standard sequential t-test exceeded that for the 
procedures based on the modified test. For all tests, the falsc negative rate i n d  greatly in the 
presence of censoring. Rocedurcs based on the modified test, the modified test adjusted for 
skewness had a false negative rate closest to the nominal level under the simulated conditions. 
Although the average sample sizes for the tests were similar, the test adjusted for skewness had 
highest average sample sizes. At the alternate hypothesis no one calculation procedure is clearly 
preferred, however, the modified test has false negative rates lower than the nominal value for all 
but censored observations and is the Simplest to calculate. 

The sample sizes for the skewed data w m  similar to those for the normally distributed data for 
which the sequential test required fewer samples, on the average, than the equivalent fixed sample 
sizc test Therefore, it is likely that the sequential tests would also have lower average sample size 
than for a fixed sample SiLe tcst where the sample size calculations accounted far thc skewed Wor 
comlated nam of the dam 

6 .  Conclusions and Discussion 

For assessing attainment of Superfund cleanup standards based on the mean contaminant levels 
using sequential tests, the conclusions from this simulation snxiy arc: 

Given the situations found at Superfund sites, a sequential test can reduce the number of 
samples compared to the that for an equivalent fixed sample size tcsc 

The standard sequential t-test CUI have false negative rates greater than the nominal value. 

An adjustment factor CUI be used to improve the power pcrfomuvlcc of the sequential t-test 
without grcarly increasing the sample sizes. Different critcria wil l  result in the selection of 
different adjustment factors however, all of the adjustment factors c o n s i d d  improved 
tht pafamance of the test. In this paper, the adjustment factor (n-2)h was evaluated. 

Use of a simple approxirnation to the likelihood ratio performs well cornpared to that based 
on the nonctntral t distribution; 

Sampling rules which d a t e  the sequential test if the number of samples exceeds twice 
the sample size for the equivalent fixed sample sire test are likely to have little effect on the 
power of the sequential t-mc 

A modified sequential t-test with an adjustment for skewness has the lowest false positive 
rate among the tests considered and has acceptable false negative rates and sample sizes 
relative to the othertests; and 

All test pmccdms were sensitive to censured dam 

The procedures used here set censored values qua l  to the detection limit. Other possible 
approaches place censored values at half the detection limit or at zero. Fu~tha work is nquired to 
determine how the sequential tests perform using different rules for handling values below the 
detection limit. The decision rule which places censored values at the detection level was choscn to 
pmect human health and the environment when assessing aaainmcnt at Superfund sites. 

. ._ .. 
-A 
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The problem of testing multiple wells and contaminants is particularly troublesome when the 
decision rule rtquirtS that all wells and all contaminants must atfain the relevant cleanup standards. 
Even if all concentrations art klow the cleanup standard, the probability of a false negative on any 

is r e q d  The false negacive rate for the modified sequential tests considered in this paper arc 
generally lower than the nominal value for all but c e n d  data. Therefore, use of these tests will 
generally not contribute, beyond that planned for in the sample and analysis plan, to incmctly 
concluding that the ground water attains the cleanup standard unless the data arc censored. 

All of the power curves arc based on the assumption that the standard deviation will remain 
constant as the mean changes. Another possible assumption is that the coefficient of variation will 
remain constant as the mean changes. While the assumption about how the standard deviation 
changes as the mean changes does not affect the conclusions presented, the actual shape of the 
power CLUV~S will depend on the assumptions made. 

one of scvaal statistical tests lricrcascs the probability of falsely concluding that additional cleanup 

Finally, these modified sequential t-tests can also be used when the alternate hypothesis is greater 
than the null hypothesis. The results above can be applied if the false negative and false positive 
labels are reversed. For compliance monitoring, i.e., to answer the question: do the concentrations 
exceed an action level?, all of the modified sequential tests perform well if the data are not 
censored. With censored data, alternate rules for handling the observations below the detection 
level should be considered. 
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Figure 2 Power Curve and Average Sample Size for a 
Sequential t-Test 
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Figure 3 False Decision Rate and Sample Size versus Scale 
Factor (Centered test) 
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Figure 4 Distribution of Sample Sizes for the Centered and 
Modified Sequential t-test, by Test Result 
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Figure 5 False Decision Hate for Three Alternate Adjustment 
Factors (F) for the Sequential &Test 
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Figure 6 I Power Curve and Average Sample Size for 
the Modified Sequential t-Test 
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Figure 7 Sample Size Distribution for Modified Sequential t,- 
Test versus Mean 
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Figure 8 Range of False Positive Rates for Scale Factors from 
j 1.6 to 4.8 for Four Sequential Tests, by Data Type 
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Figure 9 Range of False Negative Rates for Scale Factors from 
1.6 to 4.8 for Four Sequential Tests, by Data Type 
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Alpha (a) In the context of a statistical test, a is probability of a Typc I am. 

Alternative Hypothesis See hypothesis. 

Analysis Plan The plan that specifies how the data arc to be analyzed once they have 
been collected, includes what estimates arc to be made from the data, how the 
estimates are to be calculated, and how the results of the analysis will be 
rCpoIted. 

Autocorrelation See serial correlation 

Attainment This term by itself refers to the successful achievement of the attainment 
objectives. In brief, attainment means that site contamination has been reduced 
to or below the level of the cleanup standard. 

Attainment Objectives The attainment objectives refer to a set of site descriptors and 
parameters together with standards as to what the desired level should be for the 
parameters. These axe usually decided upon by the courts and the responsible 
parties. For example, these objectives usually include the chemicals to be 

compared to the cleanup standard and the level of confidence required if the 
environment and human health arc to be protected (Chapter 3). 

tested, the cleanup standards to be artailled the mc8suTes or parameters to be 

Beta (~3) In the context of a statistical test, p is the probability of a Type XI emor. 

Binomial Distribution A probability dismbution used to describe the number of 
occumnces of a specified event in n independent trials. In this manual, the 

__ - -- -- -binomid-distribution-is used to develop statistical tests concerned-with testing- -- 
the proportion of ground water samples that have excessive concentrations of a 
contaminant (see Chapters 8 and 9). For example, suppose the parameter of 
intenst is the portion (or percent) of the ground water wells that exceed a level 
specified by the cleanup standard, Cs. Then one might estimate that porcion by 
taking a sample of 10 wells and counting the number of wells that exceed the 
Cs. Such a sampling process revllts in a binomial distribution. For additional 
details about the binomial distribution, consult Conover (1980). 

G- 1 
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Central Limit Theorem If X has a dismbution with the mean p and variance 02, then 
the sample mean X, based on a random sample of size n has an approximately 

d distribution with mean p and variaaCe 1. The approximation bccomes 

increasingly good as n increases. In other words, no matter what the original 
distribution of X (so long as it has a finite mean and variance), the distribution 
of X from a large sample can be approximated by a nonnal distribution. This 
fact is very important since knowing the approximate distribution of X allows 

us to make corresponding approximate probabilistic estimates. For example, 
reasonably good estimates for confidence intervals on X can frequently be given 
even though the unddying probabilistk smcnm of Y is unknown. 

02 

Chain of Custody Procedures Rocedurcs for documenting who has custody of and 
the condition of samples from the point of collection to the analysis at the 
laboratory. Chain of custody procedures arc used to insure that the samples arc 
not lost, tampend with, or improperly stored or handled. 

Clean Attains the cleanup standard. That is, a judgment has been made that the site has 
been cleaned or processed to the point that in the attainment objectives, as 
defined above, have been met 

Cleanup Standard (Cs) The criterion set by EPA against which the measured 
concentrations arc compared to determine whether the ground water at the 
Superfund site is acceptable or not (Sections 22.4 and 3.4). For example, the 
Cs might be set at 5 parts per million (5 ppm) for a site chemical. Hence, any 
water that tests out at greater than.5 ppm is not acceptable. 

CoefTicient of Determination (R*) A descriptive statistic, R* = 1 - - andOSR2 
SYY 

5 1, that provides a rough measure of the overall fit of the modcL A perfect fis 
is., all of the observed data points fall on the fined Egression line, would be 
indicated by an R2 equal to 1. Low values of R* can indicate either a relatively 
poor fit of the model or no relationship between the concentration levels and 
time. RZ is j u t  the square of the we~-known correlation coefficient  or more 
infomarion, sce any standard text book 
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Coeflicient of Variation (cv) The ratio of the standard deviation to the mean (g) for a 

set of data or disnibution. For data which can only have positive values, such 
as concentration measurements, the coefficient of variation provides a crude 
measure of skewness. Data with larger cv's usually arc more skewed to the 
right The cv provides a relative mcasulrc of variation (Le., dative with respect 
to the mean). As such, it can be used as a rough measure of precision. It is 
useful to know if the cv is relatively constant over the range of the variable of 
interest. 

cr 

Comparison-wise Alpha For an individual statistical decision on one compound or 
well, the maximum probability of a false positive decision. 

Compositing Physically mixing several samples into one larger sample, called a 
composite sample. Then either the entire composite is measured or one or more 
random subsamples from the composite arc measured. Generally the individual 
samples which arc composited must be the same size or volume, and the 
composite sample must be completely mixed Composite samples can be useful 
for estimating the mean concentration. If appropriate, compositing can result in 
substantial savings wherc the cost of analyzing individual samples is high. 

Confidence Interval A sample-based estimate of a population parqetcr which is 
expnssed as a range ar intcrval of values which will include the true parameta 
value with a known probability or confidence. Far example, instead of giving 
an estimate of the population mean, say x = 15.3, we can give a 95 percent 
confidence intcrval, say [x-3, x+3] or [ 12.3 to 18.31 that we arc 95 percent 
confident contains the population mcan. 

Confidence Level The degree of confidence associated with an intcrval estimate. For _ _  - _ _  _ _ _  - - - 
ex&ple, witha 95 *e% confidence inttrvd, we wouldbe 95 k e n t  c& 
that the interval contains the me value being cstimaud. By this, we mean that 
95 percent of independent 95 percent confidence intervals will contain the 
population mean. In the context of a statistical test, the confidence level is equal 
to 1 minus the Type I e m r  (false positive rate). In this case, the confidence 
level represents the probability of correctly concluding that the null hypothesis 
is true. 
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Conservative Test A statistical test for which the Type I emr  rate (false positive rate) is 
actually less than that spacificd for the test. For a conservative test there will be 
a gxeater tendency to accept the null hypothesis when it is not true than for a 
nonconsavative test. In the context of this volume, a conservative test e m  on 
the side of protecting the public health. That is to say, the mistake (i.e., m r )  
of wrongly deciding that the site is clean will be less than the stated Typc I Error 
RaU. 

Contaminated A site is called contaminated if it docs not attain the cleanup standards. In 
other words, the contamination level on the site is higher than that allowed by 
the cleanup standard. 

Degrees of Freedom (DO The degrees of freedom of an estimate of variance, standard 
deviation, or standard errw is a measure of the amount of information on which 
the estimate is based or the precision of the estimate. Usually, high degrees of 
M o m  arc associated with a large sample size and a corresponding incrcase in 
accuracy of an estimation 

Dependent Variable (yi) An outcome whose variation is explained by the influence of 
independent variables. For example, the contamination level in ground water 
(i.e., the dependent variable y) may depend on the distance (is., the 
independent variable x) frw! the site incineram. 

Detection Limit The level below which concentration measurements cannot be reliably 
determined (see Section 2.3.7). Technically, the lowest concentration of a 
specified contaminant which is unlikely to be obtained when analyzing a sample 
with none of the contaminant 

Distribution The frtquencies (either relative or absolute) with which measurements in a 
data set fall within specified classes. A graphical display of a distribution is 
r c f d  to as a histogram. F o d y ,  a distribution is det7ned in tcnns of the 
underlying probability function. For example, the distribution of x, say Fx(t), 
may be defied as the probability that x is less than t &e., P(xc t)). For the 
purposes of this volrrme, the frequency intuprctatim is adequate. 

Durbin-Watson Test This a test for serial correlation (specifically it is a test for h t -  
order autoregression). If the Durbin-Watson test statistic, hh. given in the 

A * 

. 
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test is "statistically" large then the decision rule is to declare that we do not 
beiieve that serial correlation is present If @-,b is "statistically" small, then the 
decision rule is to d e c k  we believe the said cornlation is present 

Estimate Any numerical quantity computed from a sample of data. For example, a 

A 

sample mean is an estimate of the comsponding population mean. 

Estimated Regression Line The fitted curve which estimates the linear regression 
model. 'The regression is simple if then is only one independent variable and it 
is represented by pi = bo + blxi. 

Experiment-wise Alpha Sec overdlalphu. ' . 

Explanatory Variable Set independent variable. 

False Positive Rate The probability of mistakenly concluding that the ground water is 
clean when it is contaminated. It is the probability of making a Type I error. 

False Negative Rate The probability of mistakenly concluding that the ground water is 
contaminated when it is clean. It is the probability of making a Type II CKOL 

Ground Water Sample Set physical sample. 

Histogram A graphical display of a frequency distribution. This is usually given by a 
collection of bars in multiple intervals, w h a t  the height of a bar in its interval is 
proporrional to the frequency of occurrence of the variable in that inmal. 

Hypothesis An assumption about a property or characteristic of a population under 
study. A major theme of statistical inference is to decide which of two 
complementary hypotheses is likely to be true. In the context of this document, 

and the Oltcnran've hypothesis is the hypothesis that the ground water is-"clcan." 
- the null - hypothesis - is the _ _  hypothesis _ _  that-fie groundwater i s  "contaminated," - _ _  _ _  - 

Hypothesis Test A basic statistical technique for deciding which of two hypotheses is 
to be accepted, based on measurements which have measurement error. The 
null hypothesis is rejected in favor of the alternate hypothesis if the 
measurements ut improbable when the null hypothesis is true. Othenvise, the 
null hypothesis is accepted in favor of the alternate hypothesis. 
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. 

Independent Variable (xi) The characteristic being observed or measured that is 
hypothesized to influence an event (the dependent variable) within the defined 
area of relationships under study. The independent variable is not influenced by 
the went but may c a w  it or canuibute to its variation. 

Inference The process of generalizing (extrapolating) results from a sample to a larger 
population. More 'generally, statistical inference is the arc of evaluating 
information (such as samples) in order to draw reliable conclusions about the 
phenomena under study. This usually means drawing conclusions about the 
distribution of some variable. 

Interquartile Range The difference between.'the 75th and 25th percentiles of the 
distribution. 

Judgment Sample A sample of data selected according to non-probabilistic methods; 
usually based on expcrt judgment. 

Kriging Kriging is the name given to the lcast squares prediction of spatial processes. It 
is a fonn of curve fitting using a variety of techniques from regression and time 
series. Statistically, kriging is best linear unbiased estimation using generalized 
least squares. This statistical technique can be used to model the cantom of 
water and contaminant levels across wells at given points in time (see Chapter 7 
of this guidance and Volume I, Chapter 10). Krighg is not appropriate for 
assessing attainment in ground water. 

Laboratory E m r  See mawemem error. 

Lag I Serial Correlation See 5eriul correlation. 

Least Squares Estimates This is a common estimation technique. In regression, the 
purpose is to find estimates for the regression m e  fit. The estimates are 
chosen so that the regression curye is "close" to the plotted sample data in the 
sense that the square of their distances is minimized (Le., the lcast). For 
example, the estimates and of the y-intacept and the slope pi rn least 
square estimates (set Section 6.1.2). 

Less-than-Detection Limit A concenttation value that is reported to be below the 
detection limit with now measured concentration provided by the lab. It is 
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generally recommended that these values be included in the analysis as values at 
the detection limit 

Lognormal Distribution A family of positive-valued, skewed distributions commonly 
used in environmental work. See Gilbert (1987) for a detailed discussion of 
lognormal distributions. 

Mean The arithmetic average of a set of data values. Specifically, the mean of a data set, 
" x i  

irl  n '  xl, x2, ..., x,,, is defined by Z = C 

Mean Square Error (MSE) The sum of squares due to error divided by the 
appropriate degrces of M o m  which'provides an estimate of the variance 
about the regression. 

Measurement Error Error or variation in laboratory measurements resulting from 
unknown factors in the handling and'laboratory analysis procedures. 

Median The values which separates the lowest 50 percent of the observations from the 
upper 50 percent of the observations. Equivalently, the "middle" value of a set 
of data, after the values have been ananged in ascending order. If the number 
of data points is even, the median is defimd to be the average of the two middle 
values. 

Mode The value with the greatest probability, is., the value which occurs morc often 
than any other. 

Model A mathematical description of the process or phenomenon by which the data arc 
generated and collected. 

_Non-Cent-ral-t:@stribut.ion- Sir&u-to_the t-distribution with-the-exception that the - _ _ _ _  

nuxncrator is a normal variate with mean equal to something other than zero (set 

also t-dkm'bution). 

Nonparametric Test A test based on relatively few assumptions about the underlying 
process generating the data In panicular, no assumptions arc made about the 
exact form of the underlying probability distribution. As a consequence, 
nonparametric tests arc valid for a fairly broad class of distributions. * 
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Normal Distribution A family of “bell-shaped” dismbutions described by the mean’ and 
variance, IL and u2. Refer to a statistical text (e.g.. Sokal and Rohlf, 1973) for a 
formal definition. The standard Mlrmal distribution has p = 0 and & = 1. 

Normal Probability Plot A plot of the ordered residuals against their expected values 
under normality (see Section 5.6.2). 

Normality Sec nomud disniburion (see also Section 5.6). 

Null Hypothesis See hypothesis. 

Outlier Measurements that arc (1) very large OT small relative to the rcst of the data, or (2) 
suspected of being unrepresentative of the me concentration at the sample 
locafiorL 

Overall Alpha When multiple chemicals or wells an being assessed, the probability that 
all chemicals in all wells are judged to attain the cleanup standard when in 
reality, the concentrations for at least one well or chemical do not attain the 
cleanup standard. 

Parameter A statistical property or characteristic of a wbulatian of values. Statistical 
quantities such as means, standard deviations, percentiles, ctc. an parameters if 
they refer to a population of values, ratha than to a sample of values. 

Parameters of the Model Sa regresswn cocfficicna. 

Parametric Test A test based on assumptions about the underlying process generating 
the data For example, most paramemc tests assume that the underlying data 
arc normally dismbuted. Although parametric tests arc strictly not valid unless 
the underlying assumptions arc met, in many cases parametric tests perform 
well over a range of conditions found in the field. In particular. with 
msombly large sample sizes the distribution of the mcan will be approximately 
normal. See robwt rest. and Central Limit Theorem 

Percentile The specific value of a dismbution that divides the set of measurements in 
such a way that P percent of the measurements fall below (or qual) this value, 
and 1-P percent of the measurements exceed this value. For specificity, a 
percentile is described by the value of P (exprcsscd as a percentage). For 
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example, the 95th percentile (P4.95) is that value X such that 95 percent of the 
data have values less than X, and 5 percent have values exceeding X. By 
definition, the median is the 50th percentile. 

Physical Sample A portion of ground water collected from a well at the waste site and 
used to make measurements. This may also be called a water sample. A 
water sample may be mixed, subsampled, or othuwise handled to obtain the lab 
sample of ground water which is sent fur laboratory analysis. 

Point Estimate Scc estimate. 

Population The totality of ground water saniples in a well for which inferences 
regarding attainment of cleanup standards arc to be made. 

Population Mean Concentration The concentmion which is the arithmetic average 
for the totality of ground water units (see also meun and popdotion). 

/ 

Population Parameters See parameter. 

Power The probability that a statistical test will result in rejecting the null hypothesis 
when the null hypothesis is false. Power = 1 - B, wherc is the Type If error 
rate associated with the test. The t a m  "power function" is more accurate 
because it reflects the fact that power is a function of a particular value of the 
parameter of intatst under the altcmative hypothesis. 

Precision Precision refers to the degree to which repeated measurements are similar to 
one another. It measures the agreement (reproducibility) among individual 
measurements, obtained under prescribed similar conditions. Measurements 
which are precise are in close agreement. To use an analogy from archery, 

m w s  of a precise archer may or may not land on (or even near) the bull's-eye. 
- __ - - - - -precise archers-have all-of.their arrows land-vcxy. close-together. However,-the - - - 

Predicted Value In regression analysis, the calculated value of $, under the estimated 
regression line, for a particular value of Xi. 

Proportion The number of ground water samples in a set of ground water samples that 
have a specified characteristic, divided by the total number of ground water 
samples in the set. 
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Random Error (El) Represents "random" fluctuations of the observed chemical 
m t s  around the hypothesized mean or regression model. 

Random Sample A sample of ground water units selected using the simple random 
sampling proccdurcs described in Section 4.1. 

Range The difference between the maximum and minimum valucs of measurements in a 
data set. 

Regression Analysis The process of finding the "best" mathematical model (within 
some restricted class of models) to describe the dependent variable, yjl as a 

function of the independent variable. Xi, or to pndict yi from Xi. The most 
common farm is the linear model 

Regression Coefficients The constants Bo and 
model which represent the y-intaccpt and slope of the model. 

in the simple linear regression 

Residual In regression analysis, the difference between the observed value of the 
concenuation measurement yi and the comsponding fitted (predicted) value, yi, 
from the estimated regression line. 

A 

Response Variable Sec dependent variable. 

Robust Test A statistical test which is approximately valid under a wide range of 
conditions 

Sample Any collection of gmnd water samples taken from a well. 

Sample Design The procedures used to select the ground warn samples 

Sample Mean See m a n .  

Sample Residual See residuul. 

Sample Si= The number of lab samples (ix., the sizc of the statistical sample). Thus, a 
sample of size 10 consists of the measurements taken on 10 ground water 
samples or composite samples. 

Sample Standard Deviation See stundord deviation. 
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Sample Statistics Numerical quantities which summaxizc the properties of a data set. 

Sampling Error Variability in sample statistics between Merent  samples that is used to 
charactuizt the precision of sample-bad estimates. 

Sampling Frequency (n) The number of samples to be taken per year or seasonal 
p e r i d  

Sampling Plan See sample design. 

Sampling Variability See sampfing error. 

Sequential Test A statistical test in which tit decision to accept or reject the null 
hypothesis is made in a sequential fashion. Sequential tests arc described in 
Chapters 4.8, and 9 of this manual. 

Serial Correlation A measure of the extent to which successive observations arc 
related. 

Significance Level The probability of a Type I error associated with a statistical test. 
In the context of the statistical tests presented in this manual, it is the probability 
that the ground water from a well or p u p  of wells is declared to be clean when 
it is contaminated. The significance level is often denoted by the symbol a 
(Gmk le= alpha). 

Simple Linear Regression A regression analysis where there is only one independent 
variable and the equation for the model is of the form yi - 
is the intercept and fir is the slope of the regression (see Section 6.1). 

+ PI%, whac 

Simple Linear Regression Model A linear model relating the concentration 
__ - _-__ -- - measmeno (or-some other parametm)-to-time-(see Section 6.1). -- - -- -- 

She of the Physical Sample The volume of a physical ground water sample. 

Skewn- A mcaslae of the extent to which a distribution is symmetric or asymmetric. 

Skewed Distribution Any asymmeuic distribution. 
s 
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Standard Deviation A measure of dispersion of a set of data. Specifically, given a set 

of measurements, xl, x2* ...* G, the standard deviation is defined to be the - 
, where it is the sample mean n- 1 quantity, s = 

Standard Error A measure of the variability (or precision) of a sample estimate. 
Standad errors arc often used to consmct confidence intavals. 

Statistical Sample A collection of chemical concentration measurements reported by the 
lab for one or more lab samples w h m  the lab samples w m  collected using 
statistical sampling methods. Coll&m of a statistical sample allows estimation 
of precision and confidence inmals. 

Statistical Test A formal statistical procedure and decision rule for deciding whether the 
ground water in a well attains the specified cleanup standard 

Steady State A state at which the residual effects of the treatment process (or any other 
temporary intervention) on general ground water characteristics appear to be 
negligible (see Section 7.1). 

Sum of Squares Due to Error (SSE) A ~ a s ~ s u ~ c  of how well the model fits the data 
necessary for assessing the adequacy of the modcL If the SSE is small, the fit 
is good; if it is large, the fit is poar. 

Symmetric Distribution A distribution of measurements for which the two sides of its 

ovaall shape mirror knages of each otherabout acentez line. 

Systematic Sample Ground water samples that are collected at equally-spaced intervals 
of time. 

t-Distribution The distribution of a quotient of independent random variables, the 
numerator of which is a standardized normal variate with mean equal to zao 
and variance equal to one, and the denominator of which is the positive 4m 
mot of the quotient of a chi-square distributed variate and its number of degrees 
of fkdorn. For additional details about the t-distribution, consult Resnikoff 

, and Lieferman (1957) and Loch, Alexander, and Byars (1963). 
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Tolerance Interval A confidence interval around a percentile of a distribution of 
concentrations. 

Transformation A manipulation of either the dependent or independent variable, or 
both. to normalize a dismbution or linearize a model. Useful transformations 
include logarithmic, invasc, quare root, etc. 

Trends A general increase or derrcasc in conmaations over time which is persistent and 
unlikely m be due to random variation. 

True Population Mean The actual, unknown arithmetic average contaminant level for 
all ground water samples in the popula6on (see also m a n  and population). 

Type I Error The error madc when the ground water in a well is d e c l d  to be clean 
based on a statistical test when it is actually contamhami This is also r c f d  
to as a false positive. 

Type II Error The e m  made when the ground water in a well is declared to be 
contaminated when it is actually clean. This is also r c f d  to as a fahe  
negative. 

Variance The square of the standard deviation. 

Waste Site The entire area being investigated for contamination. 

2 Value Percentage point of a standard normal distribution. 2 values arc tabulated in 
Table A2 of Appendix A. 
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